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#### Abstract

In this Dissertation, I present my work on a variety of topics on galaxy evolution from the deep fields observed by the Hubble Space Telescope. I derive spectrophotometric redshifts for the 1308 galaxies from the GRism ACS Program for Extragalactic Science in the Hubble Ultra Deep Field (HUDF). For the 81 galaxies with spectroscopic redshifts between 0.5 and 1.5 , the standard deviation in the fractional error in $(1+z)$ is 0.046 . Using this redshift catalog, I conduct two extragalactic studies: (1) The B-band galaxy luminosity function at redshift one. This spectrophotometric redshift catalog is $95 \%$ complete at 27.2 AB mag, which is nearly two magnitudes deeper than previous studies. Therefore, I am able to accurately determine that the faint-end slope of the galaxy luminosity function (LF) is -1.32 . By comparing to numerous published measurements at various redshifts, I find evidence for a steepening of the faint-end slope with redshift. (2) The galaxy major merger fraction and merger number density between redshifts 0.5 and 2.5. After correcting for mass incompleteness, I find that the major merger fraction of massive galaxies is not proportional to a power-law in $(1+z)$ at high redshift, but rather appears to peak at an approximate redshift of 1.3. From this merger fraction, I infer that roughly $42 \%$ of massive galaxies have undergone a major merger since redshift one. To extend these measurements to higher redshifts, I determine the merger history of Lyman break galaxies selected as BVi'-band dropouts from the Great Observatories Origins Deep Survey and the HUDF. I correct these


high redshift merger statistics for contamination of low redshift early-type galaxies and low mass Galactic dwarfs. By adopting the published merger counts at low redshift, I find that the major merger number density for galaxies more luminous than -20.5 mag can be suitably fit by a two-component power-law, and peaks at an approximate redshift of 1.04 . This evolution is qualitatively similar to that of Xray selected AGN and provides circumstantial evidence that luminous AGN may be triggered by major mergers.
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## CHAPTER 1

## Introduction

### 1.1. Review

The deep fields observed with the Hubble Space Telescope (HST) have revolutionized our understanding of galaxy formation and evolution by probing flux ranges and angular scales not achievable by even the best ground-based observatories. Owing to these unique properties, the amount of ancillary data - whether imaging at various wavelengths or spectroscopy from the largest ground-based telescopes - is continuously growing, making these deep fields among the richest datasets to date. Consequently these very powerful fields have attracted countless authors, who have studied nearly every observable property of these faint galaxies.

The original Hubble Deep Field (HDF; PID 6337; Williams et al. 1996) was the first survey undertaken with HST to push the photometric limits to $\mathrm{AB} \sim 28$ mag. This significantly increased depth led to a number of unexpected results, many of which have become cornerstones in our current understanding of galaxy evolution. Since it is impractical to review the entire suite of work that has surfaced from the HDF observations, I will only briefly highlight those which are most relevant to this dissertation:

In the local Universe, the majority of massive galaxies can easily be classified into the broad categories established by Hubble (1936). However with the HDF observations, this morphological dichotomy came under significant examination. While early work with HST extended morphological classifications down to $V \sim 20 \mathrm{mag}$ (eg. Driver et al. 1995b; Glazebrook et al. 1995), the HDF observations routinely permitted visual classifications to $I \sim 24$ mag. This added depth over the general HST images
fueled the desire for quantitative morphological classification schemes, most notably the concentration and asymmetry parameters (eg. Abraham et al. 1996; van den Bergh et al. 1996), artificial neural networks (Odewahn et al. 1996), and bulge-disk decompositions (Marleau \& Simard 1998), and Sérsic indices (Sérsic 1968). While these quantitative approaches have many key virtues - the measurements can be automated, free of qualitative biases, and are generally repeatable - they are not without limitations. For example, there are general concerns regarding the sensitivity of these morphological estimators to the signal-to-noise per pixel, the angular size of the galaxies, resolution of the images, and various redshift-dependent effects (such as bandpass-shifting and cosmological surface brightness diming; Ferguson, Dickinson, \& Williams 2000). Whether determined from these quantified metrics or through visual classifications, it has become clear from the HDF observations that the distribution of morphological types at faint magnitudes and moderately higher redshifts $(z \lesssim 1)$ changes dramatically from what is observed in the local Universe. For galaxies with $21 \lesssim I \lesssim 25 \mathrm{mag}$, Abraham et al. (1996) show that $\sim 40 \%$ of all galaxies are irregular/merging/peculiar systems. While bandpass-shifting may account for some of this "morphological evolution," the majority of galaxies do not exhibit strong morphological changes from the restframe ultraviolet to optical (eg. Teplitz et al. 1998; Windhorst et al. 2002), the so-called "morphological $K$-correction."

In addition to their marked structural changes, high redshift galaxies are generally smaller than their local counterparts. To further investigate this trend, Roche et al. (1998) propose a simple size-luminosity evolution model (SLE), wherein star-
formation in disk galaxies proceeds outward from the nucleus. However many of these measurements will breakdown at faint magnitudes ( $I \gtrsim 25 \mathrm{mag}$ ), since most galaxies will only extend over a few independent resolution elements (Ferguson, Dickinson, \& Williams 2000). Naturally this worsens the already existing issues with the aforementioned measures of galaxy morphology.

Since the HDF observations facilitated the study of galaxies to limits far fainter than can be spectroscopically pursued by ground-based facilities, a need for a new tool to determine distances to faint galaxies arose. While notion of photometric redshifts existed long before the HDF (eg. Baum 1962; Koo 1985), they became a standard and widely embraced technique with the success of the HDF. Steidel et al. (1996) pioneered the use of color selections to identify high redshift galaxies based on a spectral break from the Lyman limit or Lyman- $\alpha$ forest. Since this "dropout" technique can only provide a coarse redshift estimate for galaxies at a specific redshift interval, it is necessary to use the additional broadband photometry to increase both the reliability and the range of the derived photometric redshifts. Therefore many authors have fit spectral templates (eg. Coleman, Wu, \& Weedman 1980; Bruzual \& Charlot 1993) to the bevy of photometric data to infer galaxy redshifts (eg. Gwyn \& Hartwick 1996; Mobasher et al. 1996; Lanzetta, Yahil, \& Fernández-Soto 1996; Sawicki, Lin, \& Yee 1997). Such photometric redshifts are particularly accurate when the optical photometry is supplemented with comparably deep infrared data (eg. Fernández-Soto, Lanzetta, \& Yahil 1999; Yahata et al. 2000). The precision of photometric redshifts are generally quoted as a fractional error in $(1+z)$ with respect to the traditionally
measured spectroscopic redshifts, $\Delta z /\left(1+z_{\text {spec }}\right)$. From deep spectroscopy with the Keck Observatory, Cohen et al. (2000) estimate that a photometric redshift survey can achieve $\sigma\left[\Delta z /\left(1+z_{\text {spec }}\right)\right] \simeq 0.05$ for $\gtrsim 90 \%$ of the galaxies at $z<1.3$. Based on the success of these studies, the photometric redshifts derived from the HDF have become the benchmark against which all photometric redshift surveys are compared (Ferguson, Dickinson, \& Williams 2000).

The cosmic star-formation rate density (SFRD), as often traced by the integrated ultraviolet (UV) luminosity (eg. Kennicutt 1998), has been the focus of many studies in the HDF. Early work by Lilly et al. (1996) established a sharp increase in the SFRD with redshift for $z \lesssim 1$. To extend this work, Madau et al. (1996) applied the dropout criteria to select high redshift galaxies, and found that the cosmic SFRD declines by nearly a factor of 10 over $1 \lesssim z \lesssim 4$. These early estimates only represent lower limits, since all corrections will tend to increase these values (Ferguson, Dickinson, \& Williams 2000). The source and magnitude of these corrections has been the subject of further investigation, and they can be broadly characterized as either refinements in the galaxy selection and redshift estimation or the dust attenuation correction. Regarding the galaxy selection, increasing the area in the color-color space tends to increase the number of Lyman break candidates and the contamination of low redshift interlopers, such as elliptical galaxies at $z \sim 1$ or low-mass Galactic dwarfs. Since this exacerbates the need for subsequent spectroscopic observations, it can be more practical to model the stellar populations with spectral templates (eg. Sawicki \& Yee 1998; Fontana et al. 1999) in a fashion which is similar to the
photometric redshift technique. In general the luminosity densities derived by this technique are higher than what is found from the dropout selections, rendering the apparent decline in the SFRD at $z \gtrsim 1$ up for debate. While the stellar population modeling naturally accounts for any internal reddening, many authors have developed extinction corrections based on local starbursts. For example, Meurer et al. (1997) calibrated the UV slope with the far-infrared flux ( $60 \mu \mathrm{~m} \lesssim \lambda_{\text {obs }} \lesssim 100 \mu \mathrm{~m}$ ) to derive a bolometric extinction correction. With these corrections, their SFRDs are roughly consistent with those derived from the stellar population modeling, and imply that there may be little decline in the SFRD at $z \gtrsim 1$ (Meurer, Heckman, \& Calzetti 1999).

As the measurements of the cosmic SFRD have improved, its role in galaxy evolution has also been developed. Madau, Pozzetti, \& Dickinson (1998) show that the observed SFRD at $z \lesssim 4$ is consistent with the colors and mass densities of local galaxies, the metallicites of damped Ly $\alpha$ absorbers, and the integrated farinfrared background. Since high redshift galaxies generally have high star-formation rates and small physical sizes (as discussed above), their surface brightnesses can be significantly higher than those of local galaxies. Indeed, this effect was unknown to Bahcall, Guhathakurta, \& Schneider (1990) and was likely the source of their pessimistic prediction.

Despite the overwhelming success of the HDF, many of these discussed conclusions are subject to further scrutiny, owing to the appreciable cosmic variance introduced by its narrow field-of-view ( $\sim 5.7 \operatorname{arcmin}^{2}$ ). Therefore additional deep surveys with HST must be conducted. The Great Observatories Origins Deep Survey
(GOODS; PID 9583; Giavalisco et al. 2004a) consists of a northern and souther field, each covering $\sim 160 \operatorname{arcmin}^{2}$. This roughly 50 -fold increase in surveyed area, at a comparable flux limit, led to the study of several additional topics.

Like the HDF, the GOODS fields have benefited from a wealth of supporting observations, and the deep HST imaging has developed a symbiotic relationship with the near- to mid-infrared data $\left(3.6 \mu \mathrm{~m} \leq \lambda_{\text {obs }} \leq 24 \mu \mathrm{~m}\right)$ from the Spitzer Space Telescope (SST). For galaxies at $0.6 \lesssim z \lesssim 2.6$, the Infrared Array Camera (IRAC) samples the restframe $K$-band, which can be a reliable measure of the stellar mass (Brinchmann \& Ellis 2000; Cole et al. 2001). However to take full advantage of the suite of imaging, many authors fit stellar population synthesis models to the multiwavelength data from HST and SST to select galaxies based on their stellar mass. These stellar mass studies have established the evidence for a population of passively-evolving, massive $\left(M_{*} \gtrsim 10^{11} \mathrm{M}_{\odot}\right)$ galaxies at $1.6 \lesssim z \lesssim 2.5$ (eg. Cimatti et al. 2004; Daddi et al. 2004; Papovich et al. 2006). While there have been suggestions of equally massive systems at $z \gtrsim 5$ (eg. Eyles et al. 2005; Mobasher et al. 2005; Stark et al. 2007; Wiklind et al. 2008), most mass estimates for the highest redshift galaxies $(z \simeq 6)$ are considerably lower $\left(M_{*} \sim 10^{9-10} \mathrm{M}_{\odot}\right.$; Yan et al. 2006; Lai et al. 2007). These stellar mass studies have supported the already growing idea of the downsizing in massive galaxies (eg. Cowie et al. 1996; Bundy, Ellis, \& Conselice 2005; Treu et al. 2005). In the downsizing model, star-formation in massive galaxies was completed very early in the history of the Universe (Cowie et al. 1996), which may manifest
itself as a stellar population that appears to have passively evolved over the majority of the Hubble time.

The area affords the GOODS survey a unique opportunity to study intrinsically rare objects, which may elude narrower surveys. It is widely accepted that the deposition of gas onto to a central, supermassive black hole (SMBH) results in an active galactic nuclei (AGN). Even from the earliest observations of AGN and quasi-stellar objects (quasars or QSOs), it was clear that such objects are rather rare. Furthermore this phenomena is capable of emitting over many orders in frequency, which inherently requires multiwavelength observations to record a complete census of objects for study. By combining the $X$-ray luminosity function and an appropriate set of AGN SEDs, Treister et al. (2004) apply a simple unified AGN model, where there are roughly three times as many obscured AGN to unobscured, to reproduce the $z^{\prime}$-band flux and photometric redshift distributions of hard $X$-ray selected AGN. Based on the deep $X$-ray observations from the Chandra $X$-ray Observatory (CXO; which preceded the HST and SST imaging) in GOODS-N, Barger \& Cowie (2005) find a deficit in the space density of high-luminosity AGN at $z \gtrsim 1$. They argue for a pure-luminosity evolution model (PLE; Barger et al. 2005), which is in contrast to the more common luminosity-dependent density evolution (LDDE; eg. Ueda et al. 2003; Hasinger, Miyaji, \& Schmidt 2005). Cristiani et al. (2004) find a similar dearth of high redshift $(3.5 \lesssim z \lesssim 5.2)$ moderate luminosity QSOs, when compared to PLE of the $z \simeq 2.7$ luminosity function and a constant universal efficiency of the formation of SMBHs. In any case, it is clear that the space density of $X$-ray selected AGN
increases to $z \sim 1$ and likely declines for $z \gtrsim 1$, which is broadly consistent with the density evolution of radio selected AGN (eg. Waddington et al. 2001).

To fully exploit the multiwavelength survey, many authors select objects at one frequency and study their properties at another. For the GOODS fields, this generally means examining the optical images of $X$-ray or radio selected AGN (Rosati et al. 2002; Afonso et al. 2006). Many of the optical counterparts to $X$-ray AGN are bulgedominated, and do not show an increased number of close companions or enhanced image asymmetry (eg. Grogin et al. 2003), which argues for AGN not generated by a major merger (Grogin et al. 2005), or the visual clues of the major merger are no longer present. By identifying the HST counterparts to the CXO sources, Koekemoer et al. (2004) discovered a new population of AGN with extreme $X$-ray-to-optical flux ratios (EXOs). The broadband photometry from the majority of EXOs are bestfit by early-type galaxy templates with a median photometric redshift of $z \simeq 1.9$, while a few examples may be at $z \gtrsim 6$ (Mainieri et al. 2005). Since the AGN energy source is the sporadic feeding of the central SMBH, its flux is not constant with time, but rather varies chaotically. Klesman \& Sarajedini (2007) find that $51 \%$ and $26 \%$ of AGN selected from their soft $X$-ray or mid-infrared fluxes are optically variable, respectively. Furthermore, Cohen et al. (2006) find that $\sim 1 \%$ of all galaxies in the Hubble Ultra Deep Field have variable nuclei.

By utilizing its superior angular resolution, the study of galaxy sizes and morphologies has been consistently studied since the commissioning of HST. One of the many unexpected results evident from the HDF was that galaxies become smaller at
high redshift. This observation has been supported with the wider GOODS fields, where sizes have been observed to scale as $H(z)^{-1}$ or $(1+z)^{-1.1}$ (Ferguson et al. 2004; Dahlen et al. 2007), and $H(z)$ is the Hubble parameter. Furthermore, high redshift Ly $\alpha$ emitting galaxies (LAEs) are significantly more compact than the typical LBG at the same redshift (eg. Dow-Hygelund et al. 2007), which may reflect the generally lower masses of the LAEs (eg. Pirzkal et al. 2007).

The increased fraction of galaxies with significantly disturbed morphologies at high redshift suggests that galaxy merging may play an increasingly important role in galaxy evolution. Many galaxies at high redshifts $(0.5 \lesssim z \lesssim 3)$ show qualitative signatures of a recent major merger, such as tidal tails or multiple cores (de Mello et al. 2006; Elmegreen \& Elmegreen 2006; Ravindranath et al. 2006; Elmegreen et al. 2007). This is somewhat reinforced by various quantitative morphological or structural indices (Conselice 2003a; Lotz et al. 2006). While the irregular appearance of these high redshift galaxies suggest that they were assembled by major mergers, the seemingly "normal" morphology the bulge-dominated systems hints at a monolithic formation (eg. Eggen, Lynden-Bell, \& Sandage 1962; Larson \& Tinsley 1978). However, the increase in bulge-dominated systems which tend to become bluer with redshift indicates that some early-type galaxies may have also formed from multiple mergers at $z \gtrsim 1$ (Dahlen et al. 2007). Futhermore $N$-body and smoothed particle hydrodynamic simulations suggest that elliptical galaxies can be formed by a major merger when the gas fraction of progenitors is relatively low (eg. Toomre \& Toomre 1972; Barnes 1992;

Springel, Di Matteo, \& Hernquist 2005b). The evolution and assembly of massive early-type galaxies remains a contentious point which is still actively debated.

Focusing on the most recent pencil-beam survey, the Hubble Ultra Deep Field (HUDF; PID: 10086; Beckwith et al. 2006) is the deepest optical image ever taken of the Universe. With 400 orbits in a single Advanced Camera for Surveys (ACS) pointing, the HUDF reaches an unprecedented $\mathrm{AB} \sim 30 \mathrm{mag}$ in the $B V i^{\prime} z^{\prime}$-bands, which is nearly two magnitudes deeper than the previous HST deep fields. Since the HUDF is still a relatively new dataset, it has not been studied in the same detail as the HDF or GOODS.

Its unrivaled depth has made the HUDF the ideal dataset for studying the most distant objects detectable in the Universe. Using the deep Near Infrared Camera and Multi-Object Spectrometer (NICMOS) imaging in the HUDF, many authors have claimed either successful detections or upper limits on the number of $z^{\prime}$-band dropouts at $7 \lesssim z \lesssim 8$ (Bouwens et al. 2004b; Yan \& Windhorst 2004b; Bouwens et al. 2006) and $J$-band dropouts at $z \sim 10$ (Bouwens et al. 2005). However, most of the work on such galaxies has focused on the $i^{\prime}$-band dropouts at $z \simeq 6$, particularly measuring and interpreting their luminosity function (Stanway et al. 2004a; Yan \& Windhorst 2004b; Bouwens et al. 2006, 2007). While no two authors find identical sets of dropout objects and generally reach at slightly different conclusions, several things are clear. The galaxy luminosity function evolves considerably over $1 \lesssim z \lesssim 6$, although whether this evolution is in the overall density $\left(\Phi^{*}\right)$, its characteristic luminosity $\left(L^{*}\right)$, or its faint-end slope $(\alpha)$ is somewhat disputed (eg. Bouwens et al. 2004a;

Bunker et al. 2004; Stanway et al. 2004a; Yan \& Windhorst 2004b; Bouwens et al. 2007). The stellar population synthesis fits to the available broadband photometry at $1200 \AA \lesssim \lambda_{\text {rest }} \lesssim 2400 \AA$, suggest that the $i^{\prime}$-band dropouts are very young, have low metallicities, and are actively forming stars (eg. Stanway et al. 2004a; Thompson et al. 2006; Bouwens et al. 2007). Furthermore, there are tentative claims that these galaxies may form stars from a top-heavy IMF with an appreciable internal reddening (eg. Stiavelli, Fall, \& Panagia 2004; Stanway, McMahon, \& Bunker 2005). Since many of the brighter $z \simeq 6$ candidates have been spectroscopically confirmed with large groundbased facilities (such as the Keck Observatory or the Very Large Telescope; Le Fèvre et al. 2005; Grazian et al. 2006) or HST (eg. Malhotra et al. 2005), it is possible to subselect galaxies for Ly $\alpha$ emission. These LAEs generally have high equivalent widths (EW $\sim 200 \AA$ ) and star-formation rates (eg. Rhoads et al. 2005; Stanway et al. 2007), despite being considerably less massive than their LBG counterparts (Lai et al. 2007).

The typical LBG at $z \gtrsim 3$ is very compact and nearly unresolved (eg. Hathi et al. 2008a; Hathi, Malhotra, \& Rhoads 2008b), however there are several galaxies for which some morphological information is available. Rhoads et al. (2005) suggest that the linear morphology of a particular LAE at $z \approx 5.4$ is caused by a recent merger, and that its extended Ly $\alpha$ emission may be from an active nucleus. They speculate that this galaxy is in the assembly process, and is actively accreting gas onto its SMBH. The multiple knots of the Rhoads et al. (2005) object are a true hallmark of a recent merger, however this object is not unique. Many LBGs have a number of
close companions (eg. Yan \& Windhorst 2004b; Coe et al. 2006) and may reside in overdense regions (eg. Stanway et al. 2004b; Malhotra et al. 2005; Wang, Malhotra, \& Rhoads 2005). Hathi et al. (2008a) investigate the surface brightness profiles of the composite image of a number of compact LBGs selected as $B V i^{\prime}$-band dropouts. They find that the composite galaxy is sufficiently resolved and shows a break in its surface brightness profile, which they interpret as indicative of its average dynamical age. While these results provide some qualitative evidence of the galaxy merger rate at $z \simeq 6$, a thorough and quantitative analysis is needed before any firm conclusions can be drawn.

I have reviewed three very successful imaging campaigns conducted with HST, however this by no means constitutes a complete set. While other deep surveys represent an equal or larger investment of HST time, such as the GEMS survey (Rix et al. 2004), the AEGIS survey (Davis et al. 2007), or the COSMOS survey (Scoville et al. 2007), and have also been extremely successful, only the HDF, GOODS, and HUDF combine the necessary depth and many photometric bandpasses to explore many of these topics presented here. Therefore these deep fields - the HUDF and GOODS - are the central datasets for this Dissertation. I show the rough positions of these HST deep fields and the planned observations with the Wide Field Camera 3 (WFC3), to be launched in October 2008, in Figure 1.

### 1.2. Outline

This Dissertation focuses on galaxy evolution as observed in the HUDF and GOODS fields and is organized as follows. In Chapter 2, I outline my work with the


Fig. 1. These greyscale images are taken from the Digital Sky Survey (DSS) in the $B$ band. The green apertures show the rough positions of the GOODS-North (left panel; $12^{\mathrm{h}} 36^{\mathrm{m}} 55^{\mathrm{s}},+62^{\circ} 14^{\mathrm{m}} 15^{\mathrm{s}}$ ) and the GOODS-South (right panel; $3^{\mathrm{h}} 32^{\mathrm{m}} 30^{\mathrm{s}},-27^{\circ} 48^{\mathrm{m}} 20^{\mathrm{s}}$ ) fields (Giavalisco et al. 2004a). The blue and red apertures represent the positions of the HDF (Williams et al. 1996) and HUDF fields (Beckwith et al. 2006), respectively. In the GOODS-S, I have indicated the approximate position of the Early Release Science (ERS) data to be taken with the Wide Field Camera 3 (WFC3). This survey will add F225W, F275W, and F336W in the ultraviolet, F098M, F125W, and F160W in the infrared to $\sim 30 \%$ of GOODS-S, and G102L and G141L infrared grisms in a limited portion of the ERS field. Assuming a successful servicing mission to HST (the launch is currently planned for October 2008), this strip of $\sim 50 \operatorname{arcmin}^{2}$ in GOODS-S will have 10 -band photometry to $\mathrm{AB} \sim 27$ mag and low-resolution grism observations from $6000 \AA$ to $1.7 \mu \mathrm{~m}$ to $\mathrm{AB} \sim 26 \mathrm{mag}$ over a single WFC3 field, making this a very unique and powerful dataset (see § 7.3).
slitless spectroscopic survey undertaken with HST (GRAPES; PID: 9793; PI: S. Malhotra Pirzkal et al. 2004). In particular, I describe the construction and calibration of the spectro-photometric redshift catalog. In Chapter 3, I use this redshift catalog to compute the galaxy luminosity function in the restframe $B$-band for galaxies at $z=1.0 \pm 0.2$. I discuss these results in the context of the redshift-dependence of the faint-end slope and its relevance to galaxy evolution. In Chapter 4, I study the redshift evolution of the galaxy pair fraction at $0.5 \leq z \leq 2.5$ for massive galaxies drawn from the GRAPES redshift catalog. In Chapter 5, I extend these pair fraction measurements to $3.8 \lesssim z \lesssim 6$ from Lyman break galaxies, which are selected as $B V i^{\prime}$-band dropouts. With these two Chapters (4 and 5), I have determined the major merger history of massive galaxies for the last $\sim 12.7$ Gyr of the history of the Universe. In Chapter 6, I present my estimate of the scale height of the L- \& T-dwarf population in the Milky Way. From these Galactic structure models, I determine the fraction of $i^{\prime}$-band dropouts that could have been mistakingly identified as low-mass, Galactic dwarfs. In Chapter 7, I summarize many of these conclusions and discuss possible future to extend much of this work.

Much of the work presented in this Dissertation has been published in the Astrophysical Journal: Chapters 2 and 3 have appeared as Ryan, R. E., Jr., et al. 2007, ApJ, 668, 839 (© and published by the American Astronomical Society in the October 2007 issue of the Astrophysical Journal). Chapter 4 has appeared as Ryan, R. E., Jr., et al. 2008, ApJ, 678, 751 (© and published by the American Astronomical Society in the May 2008 issue of the Astrophysical Journal). Chapter 6
has appeared as Ryan, R. E., Jr., et al. 2005, ApJ, 631, L159 (© and published by the American Astronomical Society in the October 2005 issue of the Astrophysical Journal). Figure 8 is taken from Khochfar, S., Silk, J., Windhorst, R. A., \& Ryan, R. E., Jr. 2007, ApJ, 668, L115 (© and published by the American Astronomical Society in the October 2007 issue of the Astrophysical Journal), and appears here courtesy of S. Khochfar.

## CHAPTER 2

## The GRAPES Redshift Survey

### 2.1. Introduction

Measuring a large sample of accurate redshifts for distant galaxies is one of the most daunting tasks in observational cosmology and extragalactic science. Given the typical brightness ( $\mathrm{AB} \sim 26 \mathrm{mag}$ ) of distant $(z \gtrsim 1)$ galaxies, optical spectroscopy requires extensive observations on the largest telescopes. While multi-slit spectrographs and grating prism (grism) modes allow for many simultaneous spectroscopic observations, they can be severely limited in wavelength coverage or spectral resolution. Therefore, the use of photometric redshifts estimated from observed fluxes is a necessity for the statistical study of distant galaxies (for example Grazian et al. 2006; Coe et al. 2006; Mobasher et al. 2007).

Since the release of the original Hubble Deep Field (HDF; Williams et al. 1996), photometric redshifts have been the focus of numerous extragalactic studies and are at the core of many others. At present, there are primarily two different, yet very similar, techniques for computing these redshifts: $\chi^{2}$ minimization and Bayesian statistics. The minimization scheme compares a set of model fluxes measured from empirical or synthetic spectral energy distributions (SEDs) to the observed fluxes. Early studies using $\chi^{2}$ minimization were met with some skepticism regarding possible degeneracies between redshift and internal reddening in galaxy colors (Lanzetta, Yahil, \& Fernández-Soto 1996). With the addition of near-infrared (JHK) imaging in the HDF, Fernández-Soto, Lanzetta, \& Yahil (1999) showed that many of the degeneracies can be broken to yield fairly accurate redshifts $\left(\sigma\left[\Delta z /\left(1+z_{\text {spec }}\right)\right] \approx 0.1\right)$. In contrast, the Bayesian marginalization uses prior redshift probabilities, obtained by
other means, to compute more accurate photometric redshifts (Benítez 2000). While the current implementation of this technique (BPZ) produces more reliable redshifts from limited observational constraints, it does not compute many useful quantities (eg. $k$-corrected magnitudes, probability densities, $V$-band extinction, and age; Caputi et al. 2004).

### 2.2. Observations

The GRism ACS Program for Extragalactic Science (GRAPES; Pirzkal et al. 2004) data consists of 40 orbits with the Hubble Space Telescope (HST) of the Hubble Ultra Deep Field (HUDF; Beckwith et al. 2006) taken during HST-Cycle 12. These slitless spectroscopic observations were conducted with the ACS in the G800L mode, range from $\sim 5500-10500 \AA$ with a spectral resolution of $R \simeq 100$, and cover $\simeq 11 \operatorname{arcmin}^{2}$. The GRAPES data were taken over four epochs, each with a different position angle in order to minimize the contamination from nearby objects. These data were supplemented with the existing ACS grism observations of Riess et al. (2004), giving a total dataset of five position angles and an integration time of $1.1 \times 10^{5}$ s. A thorough discussion of the GRAPES observations, its data reduction, and the spectral extraction and calibration methods can be found in Pirzkal et al. (2004).

### 2.2.1. Additional Bandpasses

Given the limited spectral range of the GRAPES observations, it is necessary to include the broadband data available in this well-observed field to increase accuracy of the spectro-photometric redshift measurements. To extend our spectra to
$\sim 3000 \AA$ and $2.3 \mu \mathrm{~m}$, we include the CTIO-MOSAIC II $U$-band observations, the HST-NICMOS $J$ - and $H$-band (Thompson et al. 2005), and the VLT-ISAAC $K_{s^{-}}$ band data. Therefore, the final dataset has $\sim 40$ independent spectral points from the combination of broadband and grism observations.

Since the HUDF $i^{\prime}$-band image is the deepest optical exposure ever taken, it is used to define the apertures for the near-ultraviolet (NUV) and near-infrared (NIR) data. To eliminate aperture corrections between the broadband data, we convolve all images to the same full-width at half-maximum as the worst observation (the $U$ band data), which is $1^{\prime \prime} 3$. While convolving the HST images is highly undesirable, the NUV constraint is essential to accurately determine the redshifts at $1 \lesssim z \lesssim$ 2.3 (Ferguson 1999). Stanway, Bunker, \& McMahon (2003) suggest that surveys with $U$ - and $B$-band data will be particularly powerful in distinguishing between the $4000 \AA$ and Lyman breaks, thereby drastically reducing the catastrophic failure rate for the photometric redshifts. Since quasars have roughly featureless continua, at least from the perspective of broadband observations, their photometric redshifts remain somewhat degenerate in the absence of a strong Lyman break. Since the PSF is $\sim 20$ times larger for the ground-based observations, many objects in the HST images become confused after the image convolution. Objects were deemed confused if after the convolution more than one object from the original GRAPES catalog (Pirzkal et al. 2004) was within the new aperture. Therefore, the $U$-band flux was only measured for galaxies that have unconfused detections. The remaining
galaxies were only measured from the unconvolved images, and do not have a $U$-band measurement.

The final photometric dataset includes 1308 galaxies with grism spectroscopy. Since the HST-NICMOS data covers $\sim 50 \%$ of the HUDF observed with ACS, 687/1308 galaxies have $J$ - and $H$-band imaging and only 543/1308 galaxies have viable $U$-band data. In total, 273/1308 galaxies have the entire suite of $U B+$ grism $+J H K_{s}$ data. In general, these are the brighter galaxies, for which the convolution is less significant. All broadband magnitudes are measured as MAG_AUTO by SExtractor in dual-image mode with the default values for PHOT_AUTOPARAMS. To determine the apertures, we use DETECT_THRESH and ANALYSIS_THRESH of 1.5 (see Bertin \& Arnouts 1996, for a discussion of these parameters).

### 2.2.2. Source Catalogs

For the matched aperture photometry, we use the convolved HST-ACS $i^{\prime}$-band as the detection image in SExtractor. Since the GRAPES spectra were extracted from a spectral trace of fixed width (Pirzkal et al. 2004), they must be scaled to reproduce the fluxes measured by SExtractor in the HUDF. Therefore, we define a multiplicative aperture correction as

$$
\begin{equation*}
-2.5 \log \beta=\left(i_{\mathrm{HUDF}}^{\prime}-i_{\mathrm{GRAPES}}^{\prime}\right) \tag{2.1}
\end{equation*}
$$

where $i_{\text {HUDF }}^{\prime}$ and $i_{\text {GRAPES }}^{\prime}$ are the $i^{\prime}$-band magnitudes measured from the ACS imaging and the GRAPES spectra, respectively. Since the $i^{\prime}$-band image was used to define the apertures used in the other images, there is no need for additional corrections between the broadband images.

The distribution of these aperture corrections is shown in Figure 2. The width of this distribution is related to the properties of the spectral extraction, contamination of nearby objects, and the broadband apertures. Since the GRAPES spectra are most reliable from $\sim 6000-9500 \AA$, they do not fully cover the $V$ - or $z^{\prime}$-bands, therefore scaling to multiple bands or using a wavelength-dependent aperture correction is not possible with these data. Lastly, the scaled GRAPES spectra are rebinned onto a common wavelength grid, and are assigned a $100 \AA$ wide, top-hat filter transmission curve. This procedure typically decreases the number of GRAPES spectral points by a factor $\sim 2$ and boosts their signal-to-noise ratio, which markedly helps for the faintest objects ( $\left.z^{\prime} \sim 27 \mathrm{mag}\right)$.

### 2.3. Spectro-Photometric Redshifts

Measuring redshifts from a calibrated spectrum requires readily identifiable absorption or emission lines or characteristic breaks. Since the GRAPES data have a resolution of $R \simeq 100$, any narrow spectral features are typically not detectable. Xu et al. (2007) measured emission line redshifts from $\sim 100$ GRAPES galaxies. Therefore, we complement that study by estimating spectro-photometric redshifts for the remaining dataset from the low-resolution GRAPES spectra.

From the scaled spectra and broadband fluxes, we compute spectro-photometric redshifts with the code HyperZ of Bolzonella, Miralles, \& Pelló (2000). The alternative code BPZ of Benítez (2000), was not used for three reasons: (1) It currently does not constrain the galaxy ages to be less than the age of the Universe; (2) It does not compute many useful secondary quantities; and (3) With our spectral constraints


FIG. 2. The aperture correction is defined such that the GRAPES spectra reproduce the $i^{\prime}$-band fluxes measured from the HUDF. Since the NUV and NIR fluxes are measured with apertures defined by the $i^{\prime}$-band data, there are no additional corrections to the broadband data. Upper panel - The distribution of aperture corrections. The GRAPES spectra are only scaled to reproduce the $i^{\prime}$-band fluxes, since their usable portion does not completely cover the neighboring bandpasses ( $V$ and/or $z^{\prime}$ ). Lower panel- The dependence of the $i^{\prime}$-band magnitude on the aperture correction. The majority of the objects with $\beta \leq 1$ are near the detection limit of $z^{\prime} \simeq 27.2 \mathrm{mag}$, suggesting that uncertainties in the background subtraction may be the cause of these aperture corrections (Pirzkal et al. 2004). This figure is reproduced from Ryan et al. (2007).
and coverage, BPZ is not expected to substantially outperform HyperZ. Mobasher et al. (2004) compares the quality of redshifts from HyperZ and BPZ for a sample of $\simeq 400$ galaxies in the Chandra Deep Field-South using broadband fluxes. They show that the rms scatter in the photometric redshifts is 0.140 and 0.072 for strict maximum likelihood and Bayesian techniques, respectively. In Figure 3, we show three observed SEDs with best-fit templates, for which there is reasonable agreement between our redshift and the published value. These examples illustrate the power of the GRAPES spectra to locate the $4000 \AA$ break (the top two) and the Ly $\alpha$-break (the lower one) at various redshifts.

Using the set of SED templates summarized in Table 1, HyperZ minimizes the reduced $\chi^{2}$ between the observed and modeled fluxes as a function of redshift, age, and extinction. By omitting the $V i^{\prime} z^{\prime}$-bands in the spectro-photometric redshift calculation, the combination of scaled GRAPES spectra and remaining broadband fluxes typically yields $\sim 40$ fully independent spectral bins per galaxy. In Figure 4, we show the distribution of best-fit spectral types for the 1308 galaxies. Since the Bruzual \& Charlot (BC03; 2003) templates are generated at a series of finite time steps of $\Delta \log t \lesssim 0.05$, we require each galaxy be younger than the age of the Universe at its redshift. The Burst template is a single, instantaneous burst followed by passive stellar evolution. Since this template is the most common, we show the distribution of its stellar ages in the inset. We see that majority of the Burst models are very young, which is not surprising, since most galaxies are expected to be blue and actively forming stars at $z \sim 1$ (eg. Xu et al. 2007).


Fig. 3. These examples highlight two advantages of the GRAPES data: high signal-to-noise at faint flux levels ( $i^{\prime} \sim 25 \mathrm{mag}$ ) and excellence in determining spectral breaks. In the lower-right, we tabulate the HUDF ID, $i^{\prime}$-band magnitude, the spectrophotometric redshift derived in this work, and the published spectroscopic redshift. The spectra are arranged in decreasing redshift, so that from top to bottom the HUDF IDs are 5658, 9102, and 2225. With the addition of the Wide-Field Camera 3 (WFC3) on HST, we can expect IR grism data at $1.1-1.7 \mu \mathrm{~m}$. The combination of ACS and WFC3 spectra will provide an extremely broad spectral coverage at lowmedium resolution. This figure is reproduced from Ryan et al. (2007).

TABLE 1
HyperZ Templates

| Template $^{\dagger}$ | $\mathrm{SpT}^{\dagger}$ | $\tau^{\ddagger}$ <br> $(\mathrm{Gyr})$ |
| :--- | :---: | :---: |
| 1 | Burst | 0 |
| 2 | E | 1 |
| 3 | So | 2 |
| 4 | Sa | 3 |
| 5 | Sb | 5 |
| 6 | Sc | 15 |
| 7 | Sd | 30 |
| 8 | Im | $\infty$ |

$\dagger$ All of the templates came from the BC03 stellar population synthesis models assuming a star-formation history which exponentially declines with cosmic time. $\ddagger \tau$ is the $e$-folding time in the exponentially decreasing star-formation rate.


Fig. 4. The Burst template is the dominant SED. From the inset, these galaxies are typically very young. This is somewhat expected, since the majority of galaxies at $z \sim 1$ are young and actively forming stars. Since the BC03 templates are tabulated as a function of stellar population age, we require that this age be less than the age of the Universe at any given redshift. This figure is reproduced from Ryan et al. (2007).

### 2.4. Redshift Quality

We compare our spectro-photometric redshifts to the published spectroscopic measurements (Grazian et al. 2006; Ravikumar et al. 2006; Vanzella et al. 2006). Of the 1308 GRAPES galaxies, only 114 have measured spectroscopic redshifts. For these galaxies, we show the fractional error in $(1+z)$ as a function of the published spectroscopic redshift in Figure 5. The upper and lower panels show this error for different
sets of fluxes used in the redshift computation, as indicated in the upper right corners. Photometric redshifts are the most reliable when a readily identifiable spectral break occurs between two adjacent bandpasses. The $4000 \AA$ and Ly $\alpha$-breaks will occur in the GRAPES spectra for $0.5 \leq z \leq 1.5$ and $4 \leq z \leq 8$, respectively. Therefore, when either of these breaks occur in the GRAPES spectra, we expect more accurate redshifts. The standard deviation of the fractional error is 0.061 for redshifts computed using only the broadband observations. However, when we use the low-resolution grism in place of the $V i^{\prime} z^{\prime}$ bandpasses the overall redshift uncertainty reduced to 0.046 for the 81 galaxies with $0.5 \leq z \leq 1.5$. Since these low resolution spectra eliminate the need for deep $V$ and $z^{\prime}$ imaging, this approach requires $\sim 10 \%$ the observing time while producing equally or more accurate redshifts by providing more spectral information. In Table 2, we show a representative portion of the final catalog, while the entire ASCII-readable version is available online at http://wwwgrapes.dyndns.org/.
TABLE 2
Representative ${ }^{\dagger}$ Spectrophotometric Catalog

| $\begin{gathered} \hline \hline \text { HUDF } \\ \text { ID* }^{*} \end{gathered}$ | $\begin{gathered} x \\ (\mathrm{pix}) \\ \hline \end{gathered}$ | $\begin{gathered} y \\ (\mathrm{pix}) \end{gathered}$ | RA (h:m:s) | $\begin{gathered} \hline \hline \text { Dec } \\ \left({ }^{\circ} \prime \prime \prime\right) \\ \hline \end{gathered}$ | $\begin{gathered} i^{\prime} \\ (\mathrm{mag}) \end{gathered}$ | $\beta$ | $z_{\text {phot }}$ | SpT | $\begin{gathered} \hline \text { Age } \\ (\mathrm{Gyr}) \end{gathered}$ | $\begin{gathered} M_{B} \\ (\mathrm{mag}) \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 4932.88 | 802.89 | 3:32:39.7 | -27:49:42.5 | $22.931 \pm 0.012$ | 1.14 | 0.38 | 5 | 7.500 | -17.75 |
| 5 | 5089.39 | 753.56 | 3:32:39.4 | -27:49:44.0 | $26.983 \pm 0.110$ | 0.60 | 0.69 | 1 | 0.090 | -14.36 |
| 7 | 5052.73 | 788.94 | 3:32:39.5 | -27:49:42.9 | $25.367 \pm 0.030$ | 1.21 | 0.61 | 1 | 0.004 | -16.96 |
| 8 | 5013.85 | 1274.58 | 3:32:39.5 | -27:49:28.4 | $21.464 \pm 0.003$ | 1.14 | 0.64 | 1 | 1.434 | -20.18 |
| 13 | 5108.60 | 918.70 | 3:32:39.3 | -27:49:39.1 | $24.985 \pm 0.042$ | 1.76 | 0.52 | 1 | 0.360 | -16.62 |

### 2.5. Summary

We have presented a catalog of 1308 spectro-photometric redshifts for objects that were observed as part of the GRAPES survey of the HUDF. When the lowresolution GRAPES spectra are supplemented with $U J H K_{s}$ fluxes from other facilities, the standard deviation of the fractional error in $(1+z)$ for the 81 galaxies in the redshift range of $0.5 \leq z \leq 1.5$ is 0.046 . While this is only a marginal improvement over traditional photometric redshifts, it requires in total only $\sim 10 \%$ the exposure time of those traditional observations. Since the photometric redshift technique is essentially a "break-finding" algorithm, the redshift accuracy is limited by the spectral resolution of the grism data. Therefore, we can estimate spectro-photometric redshifts at a comparable depth and accuracy with only $\simeq 50$ orbits ( 40 orbits for the grism observations, and 10 orbits for the $i^{\prime}$-band image for object selection). This is a critical improvement for wide-angle surveys which may be completely reliant on traditional photometric redshifts. Moreover, the grism observations provide a necessary complement to deep ground-based spectroscopic surveys. Owing to the line-spread function and lower resolution of the grism spectra, determining redshifts from emission lines, in a fashion similar to ground-based surveys, is typically not possible (eg. Xu et al. 2007). However, from the high signal-to-noise continua, the spectral breaks can provide excellent redshift measurements at flux levels not possible from the ground.

The redshift improvement with HST/ACS grism spectroscopy over traditional photometric redshifts on a per observation basis has significant promise for future


Fig. 5. The bandpasses used for computing the redshifts is indicated in the upperright of each panel. We tabulate the standard deviation of the fractional error in $(1+z)$ for the shaded redshift range $0.5 \leq z \leq 1.5$, where the $4000 \AA$ break occurs in the ACS grism spectra, and the number of galaxies in the lower-right. The distribution of the residuals is shown to the right of each of the primary panels. Seven catastrophic outliers have been eliminated, since they contained strong emission lines (Xu et al. 2007), which are not accounted for in the stellar population synthesis models. While the broadband data alone can yield good redshift estimates, with the low-resolution grism spectra we further refine the redshifts to $\sigma_{0.5-1.5}=0.046$. Since these data constitute the extreme case of the best possible data (ultra-deep ACS and NICMOS imaging), the redshift refinement is only marginal. However, we expect a more substantial improvement in the more general case of shallower imaging without available broad spectral coverage. This figure is reproduced from Ryan et al. (2007).

NASA missions, namely the Wide Field Camera 3 upgrade to HST and the planned James Webb Space Telescope (JWST).

## CHAPTER 3

The $B$-band Galaxy Luminosity Function at $z \simeq 1$

### 3.1. Introduction

The luminosity function (LF) of galaxies represents the distribution of galaxy luminosities in a given redshift interval. Since the LF can be used to constrain galaxy formation models, it has been well studied at both high and low redshifts. While the LF can be computed at any wavelength, it is often studied in the restframe $B$-band. At $z \simeq 1$ accurate determinations of the $B$-band LF requires large, deep surveys (eg. Chen et al. 2003; Abraham et al. 2004; Cross et al. 2004; Zucca et al. 2006). In this Chapter, we complement these studies by going nearly two magnitudes fainter in $M_{B}$, and accurately determine the shape of the galaxy LF, particularly the faint-end slope.

At the redshifts of interest $(z \simeq 1)$, the typical ground-based spectroscopic and photometric surveys are only complete to $M_{B} \sim-20 \mathrm{mag}$ and -18 mag , repsectively. Therefore it is necessary to assume a value for the faint-end slope in order to determine the characteristic luminosity (eg. Willmer et al. 2006). In the local Universe, where typical surveys can probe to $M_{B} \gtrsim-18 \mathrm{mag}$, the faint-end slope may depend on the density environment (eg. Trentham 1998) and galaxy colors, spectral type, or morphology (eg. Wolf et al. 2003; Croton et al. 2005; Liu et al. 2008). For the low-luminosity or correspondingly low-mass galaxies, supernovae-driven winds will expel gas which regulates the evolution of the faint-end slope (eg. Dekel \& Silk 1986; Khochfar et al. 2007). Futhermore at very high redshifts $(z \gtrsim 6)$, the faint-end slope will be critical in determining the source of cosmic reionization (eg. Madau, Haardt, \& Rees 1999; Yan \& Windhorst 2004a).

### 3.2. Determination of the Luminosity Functions

We calculate the LF using the $V_{\max }$ method (Schmidt 1968; Willmer 1997) in 1.0 mag wide bins from absolute magnitudes measured from HyperZ by convolving the best-fit spectrum with the restframe $B$-bandpass. We construct three redshift intervals: $z=1.0 \pm 0.2$ which has the best statistics, $z=0.9 \pm 0.1$, and $z=1.1 \pm 0.1$ for direct comparison to previous studies. The differential LF is then computed by $\Phi(M) d M=N(M) d M / \Delta V\left(z_{\max }\right)$, where $N(M) d M$ is the number of galaxies with absolute magnitudes between $M$ and $M+d M$, and

$$
\begin{equation*}
\Delta V\left(z_{\max }\right)=\frac{\Omega}{4 \pi} \int_{z_{\min }}^{z_{\max }} C(z, M) \frac{d V}{d z} d z \tag{3.1}
\end{equation*}
$$

where $\Omega$ is the solid angle of the GRAPES survey, $z_{\max }$ is the maximum redshift at which a galaxy with an absolute magnitude of $M_{B}$ would have been detected in the survey, and $C\left(z, M_{B}\right)$ is the survey completeness function. The uncertainties on $\Phi(M) d M$ are computed assuming Poisson noise in the galaxy counts (eg. Wolf et al. 2003).

To estimate the completeness in each absolute magnitude bin, we use a Monte Carlo simulation (Wolf et al. 2003; Budavári et al. 2005). First, we generate random redshifts from a Gaussian distribution of width 0.046, as expected from Figure 5. Next, we count the number of deviates with apparent magnitudes brighter than the survey limit, and take the ratio of the number recovered to the number simulated as the completeness value. This correction is typically less than a factor of 10 for the absolute magnitudes presented.


Fig. 6. The two $B$-band luminosity functions for $z=0.8-1.0$ (bottom) and $z=1.0-1.2$ (top) with the corresponding $\Delta \chi_{\nu}^{2}$ contours in the $\left(\alpha-M^{*}\right)$ plane. The offset and scatter in Figure 5 will only alter the absolute magnitudes by $\Delta M \simeq 0.1 \mathrm{mag}$ at these redshifts. Due to the faint flux limit of the GRAPES survey ( $z^{\prime}=27.2 \mathrm{mag}$ ), we can directly constrain the Schechter parameters in this critical redshift interval for galaxy evolution. While these data can determine $M^{*}=-22.4 \pm 0.3$ and $\alpha=$ $-1.32 \pm 0.07$ (for $z=1.0 \pm 0.2$ ), the normalization $\left(\Phi^{*}\right)$ is less certain, since the object selection and contamination in grism spectroscopy poses significant challenges. Therefore, the union of complete ground-based surveys with these deep space-based grism observations provides the most thorough results. This figure is reproduced from Ryan et al. (2007).

TABLE 3
Best Fit Schechter Parameters

| $z$ | $N_{\text {gal }}$ | $\Phi^{*}$ <br> $\left(10^{-4} \mathrm{Mpc}^{-3} \mathrm{mag}^{-1}\right)$ | $M_{B}^{*}$ <br> $(\mathrm{mag})$ | $\alpha$ |
| :---: | :---: | :---: | :---: | :---: |
| $0.90 \pm 0.10$ | 36 | $35.9 \pm 0.2$ | $-21.7 \pm 0.9$ | $-1.32 \pm 0.19$ |
| $1.10 \pm 0.10$ | 36 | $25.8 \pm 0.1$ | $-22.8 \pm 0.5$ | $-1.28 \pm 0.10$ |
| $1.00 \pm 0.20$ | 72 | $26.1 \pm 0.1$ | $-22.4 \pm 0.3$ | $-1.32 \pm 0.07$ |

In Figure 6, we show the LFs for $z=0.90 \pm 0.10$ (bottom) and $z=1.10 \pm 0.10$ (top). We model these LFs with a standard Schechter function (Schechter 1976), which is parameterized by the normalization $\left(\Phi^{*}\right)$, characteristic absolute magnitude $\left(M^{*}\right)$, and the faint-end slope $(\alpha)$. Additionally in Figure 6, we show the contours for $\Delta \chi_{\nu}^{2}=1,4$, and 9 in the $\left(\alpha-M^{*}\right)$ plane as insets. While the total number of galaxies in these redshift bands may be low ( $\sim 10$ galaxies per absolute magnitude bin), the GRAPES dataset provides excellent constraints of the Schechter parameters, as in Table 3. Previous studies at these redshifts often use ground-based spectroscopic surveys, which are inherently limited to $M_{B} \sim-19 \mathrm{mag}$ (eg. Chen et al. 2003; Abraham et al. 2004; Cross et al. 2004; Zucca et al. 2006). Consequently, it has been customary in such studies to assume a faint-end slope of $\alpha \simeq-1.3$ (eg. Willmer et al. 2006). However, the GRAPES observations provide a means to measure the faint-end slope of $\alpha=-1.32 \pm 0.07$ at $z=1.0 \pm 0.2$. It is reassuring that the assumption of $\alpha \simeq-1.3$ at these redshifts was indeed correct.

### 3.3. Redshift Evolution of the Faint-end LF Slope

The hierarchical formation scenario asserts that many dwarf galaxies at high redshift will merge over cosmic time. This effect should result in an increased number of dwarf galaxies at higher redshift and may be observed as a steepening of the faint-end slope. In Figure 7, we show the redshift dependence of the faint-end slope compiled from numerous studies. These studies include, but are not limited to, the largest ground-based redshift surveys (eg. Norberg et al. 2002; Blanton et al. 2003), the deepest HST surveys (eg. Beckwith et al. 2006), and nearby GALEX surveys (eg. Budavári et al. 2005; Wyder et al. 2005). While each survey has unique selection effects and observational biases, many problems can be mitigated by requiring two criteria of the dataset: a sufficient amount of data fainter than $M^{*}$, and a minimal reliance on $k$-corrections. Ilbert et al. (2004) emphasize that only surveys for which $\left(1+z_{\text {obs }}\right) \sim \lambda^{S} / \lambda^{\text {REF }}$, where $z_{\text {obs }}$ is the redshift of the LF, and $\lambda^{S}$ and $\lambda^{\text {REF }}$ are the wavelengths at which the galaxies are selected and the LF is computed, respectively, can reliably infer the faint-end slope. When the Ilbert et al. (2004) condition is met, the $k$-correction is minimized. For uniformity, we only show values of $\alpha$ which meet these requirements. In Figure 7, the red and blue open circles indicate the faint-end slopes measured in the restframe $B$-band and far UV (FUV $\simeq 1700 \AA$ ), respectively. Our GRAPES observation is indicated as the filled red circle at $z=1.0 \pm 0.2$.

From Figure 7, the faint-end slope clearly depends on redshift in the manner suggested in the hierarchical scenario, where many low-mass galaxies at high redshift merge throughout cosmic time into the massive galaxies of today. We parameterize


Fig. 7. We show 23 published slopes from 18 sources, including this work. While there are many more values which could have been shown, we require each survey to have measured the LF $\sim 2$ mag fainter than $M^{*}$, and optimally selected their galaxies to minimize the $k$-correction (Ilbert et al. 2004) to ensure uniform and reliable estimates of the faint-end LF slope. The open red points indicate measurements made in the restframe $B$-band (Lin et al. 1997; Sawicki, Lin, \& Yee 1997; Marzke et al. 1998; Fried et al. 2001; Norberg et al. 2002; Blanton et al. 2003; Driver \& de Propris 2003; Wolf et al. 2003; Marchesini et al. 2007). The open blue points represent the restframe FUV (Steidel et al. 1999; Iwata et al. 2003; Yan \& Windhorst 2004b; Budavári et al. 2005; Wyder et al. 2005; Bouwens et al. 2006; Sawicki \& Thompson 2006). The filled red point at $z=1.0 \pm 0.2$ is the result of this work. This suggests that dwarf galaxies were more numerous at higher redshift as predicted in the hierarchical formation paradigm. This figure is reproduced from Ryan et al. (2007).
the redshift dependence of the faint-end slope as $\alpha(z)=a+b z$, and give the best fit models for the entire dataset and the FUV as black and blue lines, respectively (see Figure 7). While the two fits are mutually consistent, the significant scatter warrants further study. There are many effects which could contribute to this scatter: differences in the restframe bandpass, type-dependent evolution, galaxy clustering and large-scale structure, and non-uniform sample selections.

### 3.4. Implications for Galaxy Evolution

This steepening of the faint-end slope $(\alpha)$ with increasing redshift has a number of consequences for our understanding of galaxy formation and evolution. To explore some of the possible effects, Khochfar et al. (2007) develop a semi-analytic model of galaxy formation with a standard merger tree for the dark matter haloes (Somerville \& Kolatt 1999). Since their focus was to study the faint-end of the luminosity function, physical processes which solely affect the bright-end were omitted, such as AGN feedback (eg. Bower et al. 2006) or environmental dependences (Khochfar, Silk, Windhorst, \& Ryan 2007). To incorporate the stellar populations, they adopt standard prescriptions for the star formation as the global Schmidt-Kennicutt law (Kennicutt 1998), the reheating from the associated supernovae (Dekel \& Silk 1986), and the stellar population models of Bruzual \& Charlot (2003).

With this simulation, they confirm early results that the flattening of the faintend slope with respect to the dark matter mass function can be well explained by the supernovae reheating of the cold gas (eg. Khochfar \& Burkert 2001). Futhermore, they find that faint-end slope steepens at high redshift due to evolution of underlying
dark matter mass function (Khochfar et al. 2007). In Figure 8, I show Figure 2 taken from Khochfar et al. (2007) which plots the same data and linear fit (now two dashed lines) as in Figure 7. The shaded region shows range of linear fits obtained by varying the star formation and supernovae efficiencies ( $a_{*}$ and $\epsilon_{\mathrm{SN}}$, respectively). They argue that at $z \geq z_{*} \simeq 2$, the faint-end slope is dominated by galaxies which end up in present day galaxy clusters. This transition redshift is somewhat dependent on $\sigma_{8}$, the normalization of the power spectrum at $8 h^{-1} \mathrm{Mpc}$.

### 3.5. Summary

Since the HST-ACS grism observations (Chapter 2) allow for significantly deeper spectral observations, we are able to probe the faint-end of the $B$-band luminosity function at redshifts that are not easily probed from the ground. Owing to this enhanced depth, we are able to accurately constrain the faint-end slope by reaching as faint as $M_{B} \simeq-18$ mag at $z=1.0 \pm 0.2$, nearly two magnitudes fainter than previous studies at comparable redshifts. At this redshift, we determine that the faint-end LF slope is $\alpha=-1.32 \pm 0.07$.

In the hierarchical formation scenario, galaxies are expected to evolve by successive mergers throughout cosmic time. Therefore, we naïvely expect to find fewer dwarf galaxies at lower redshifts, which can be directly measured in terms of the redshift evolution of the Schechter parameters, particularly its faint-end slope. The data presented here provide a measurement of the faint-end slope in the critical redshift range of $0.5 \leq z \leq 1.5$, where the cosmic star formation rate density is substantially changing (eg. Hopkins \& Beacom 2006). When our measurement of the faint-end slope


Fig. 8. The filled circles show the simulation results for $\epsilon_{\mathrm{SN}}=0.6$ and $a_{*}=0.02$ and the best-fit model to the simulated data as a solid line (taken from Khochfar, Silk, Windhorst, \& Ryan 2007). The stars show the data compiled in Figure 7 with additional data from Oesch et al. (2007, squares) and Bouwens et al. (2007, downward triangles). The shaded region shows the range of linear fits for varied star formation efficiencies $\left(a_{*}\right)$ and supernovae feedback $\left(\epsilon_{\mathrm{SN}}\right)$. This figure is reproduced from Khochfar et al. (2007).
is compared to numerous published studies, we find strong evidence for a redshiftdependent faint-end slope. While previous authors have suggested a similar trend (eg. Arnouts et al. 2005; Zucca et al. 2006), this compilation of published results provides both increased statistics and a broader redshift range.

The redshift dependence of the other two Schechter parameters ( $\Phi^{*}$ and $M^{*}$ ) has been discussed by various authors. Lin et al. (1999) study the redshift evolution of the $B$-band galaxy luminosity function, and propose the parameterizations of $M^{*}(z)=$ $M_{0}^{*}-Q z$ and $\rho(z)=\rho_{0} 10^{0.4 P z}$, where $\rho \equiv \int \Phi(M) d M$. If the faint-end slope is constant with redshift (ie. $\alpha(z)=\alpha_{0}$ ), then $\rho$ and $\Phi^{*}$ are essentially equivalent. These parameters $(P, Q)$ provide a simple way of quantifying galaxy evolution, and can be determined as a function of galaxy type. For $q_{0}=0.1$, Lin et al. (1999) find $(P, Q)=(-1.00 \pm 0.40,1.72 \pm 0.41)$ for the combination of early- and intermediatetype galaxies. However, Fried et al. (2001) parameterize $\Phi^{*}$ linearly on redshift: $\Phi^{*}(z)=a+b \times(1+z)$, where the coefficients $(a, b)$ have only a minimal dependence on galaxy type. Nonetheless, an obvious trend based on the observed evolution of the Schechter parameters is emerging: the galaxy luminosity function is shallower, and has a brighter characteristic absolute magnitude at low redshift.

## CHAPTER 4

## The Galaxy Major Merger Rate of Massive Galaxies at $z \simeq 1$

### 4.1. Introduction

The hierarchical formation scenario suggests that galaxy merging is the driving mechanism in galaxy formation (eg. White \& Frenk 1991; Kauffmann, White, \& Guiderdoni 1993). Since galaxy merging has been linked to numerous astrophysical processes, including star-formation and the fueling of a supermassive black hole (SMBH), which triggers an active galactic nucleus (AGN), the merger history of galaxies is critical for a complete understanding of galaxy evolution.

The redshift evolution of the galaxy merger fraction has been well studied for $z \lesssim 1$, and is roughly proportional to $(1+z)^{m}$, where typically $1 \leq m \leq 4$ (Zepf \& Koo 1989; Burkey et al. 1994; Carlberg, Pritchet, \& Infante 1994; Yee \& Ellingson 1995; Neuschaefer et al. 1997; Patton et al. 1997; Le Fèvre et al. 2000; Patton et al. 2002; Lin et al. 2004; Xu, Sun, \& He 2004; Bell et al. 2006; Kartaltepe et al. 2007). Toomre (1977) predicted the galaxy pair fraction to be proportional to the matter space density at low redshift. Carlberg (1991) refined this idea to show that the power-law index should be somewhat sensitive to the Cosmological Constant. Based on $N$-body simulations, Berrier et al. (2006) argue that while the galaxy merger rate per halo is increasing with redshift, the number of halos massive enough to host a galaxy pair is decreasing. This balance will result in a flattening of the high redshift pair counts, which is consistent with some high redshift observations (eg. Lin et al. 2004). Fakhouri \& Ma (2008) suggest that this power-law form is a particular representation of a universal merger rate which scales as a power-law with the progenitor mass ratio, and depends only weakly on the halo mass. Additionally, Conselice (2006) has
suggested that the merger fraction may peak at some critical redshift. However, until now there have been very few observational studies for $z \gtrsim 1$ to constrain the redshift of this possible peak, and hence the detailed physics of the galaxy merging at high redshift is still uncertain.

The standard hierarchical formation model has been modified to incorporate the feedback effects of a central SMBH (eg. Silk \& Rees 1998). Hydrodynamical simulations have suggested that as galaxies merge, they evolve into a starburst system, and a substantial amount of gas is eventually funneled onto their SMBHs. This triggers a visible AGN typically 1-2 Gyr after the onset of the merger (Springel, Di Matteo, \& Hernquist 2005a). While previous authors have discussed an evolutionary link between mergers and starburst galaxies (eg. Larson \& Tinsley 1978; Sanders \& Mirabel 1996; Bell et al. 2005), this "duty cycle" of merging, followed by a starburst, followed by an AGN, has only recently been suggested (Hopkins et al. 2006). This formation scheme implies that we should observe similarities in the redshift evolution of merging galaxies, their star-formation history (eg. Madau et al. 1996), the mass assembly in galaxies (eg. Dickinson et al. 2003), their AGN activity (eg. Ueda et al. 2003; Hasinger, Miyaji, \& Schmidt 2005; Schneider et al. 2005), and the relevant galaxy morphologies (eg. Driver et al. 1995b; Abraham et al. 1996). Since these other phenomena have been well studied at $z \gtrsim 1$, we desire corresponding measurements of galaxy merging at comparable redshifts, which is the focus of this Chapter.

While there may be some convergence on the theoretical front, there is little consensus regarding the observational connections between merging and active galax-
ies. In general, AGN host galaxies do not exhibit strong merger-type morphologies (eg. Bahcall et al. 1997; Cohen et al. 2006; Guyon, Sanders, \& Stockton 2006) or show enhanced image asymmetry (Grogin et al. 2005). Conversely, Canalizo et al. (2007) find evidence for recent merger activity in the quasar host galaxy MC2 1635+119, which was previously classified as an undisturbed elliptical galaxy. Some of this disagreement may be resolved in the context of the above duty cycle, wherein the morphological indications of the recent merger have subsided by the time the AGN is observationally identified. This debate will surely continue owing, in part, to the difficulties interpreting morphological studies of faint galaxies (eg. de Propris et al. 2007).

This Chapter is organized as follows: In $\S 4.2$ we describe the dataset and the mass estimates, in $\S 4.3$ we outline our merger selection, in $\S 4.4$ we measure the merger fraction and number density, in $\S 4.5$ we compare this study to published work, and in $\S 4.6$ we conclude with a general discussion of the result in the context of galaxy evolution. We adopt the three-year results from the Wilkinson Microwave Anisotropy Probe (Spergel et al. 2007), where $\Omega_{0}=0.24, \Omega_{\Lambda}=0.76$, and $H_{0}=100 h \mathrm{~km} \mathrm{~s}^{-1} \mathrm{Mpc}^{-1}$ with $h=0.73$. All magnitudes quoted herein are in the AB system (Oke \& Gunn 1983).

### 4.2. Data

The deep fields observed by the Hubble Space Telescope (HST) provide an unprecedented view of the distant universe $(z \gtrsim 1)$, and are therefore the ideal datasets for studying the high redshift evolution of the galaxy merger rate. The GRism ACS

Program for Extragalactic Science (GRAPES; Pirzkal et al. 2004) has provided lowresolution $(R \simeq 100)$ spectroscopy of 1400 objects with $z^{\prime} \leq 27.2 \mathrm{mag}$ in the Hubble Ultra Deep Field (HUDF; Beckwith et al. 2006). From these data, Ryan et al. (2007, Chapter 2) computed spectro-photometric redshifts for 1308 galaxies at $z \lesssim 5$. When the Balmer or $4000 \AA$ break occurs in these optical ACS spectra (for $0.5 \leq z \leq 1.5$ ), the standard deviation in $\left(z_{\text {phot }}-z_{\text {spec }}\right) /\left(1+z_{\text {spec }}\right)$ is 0.037 , and it is only 0.050 for $z \geq 1.5$, which make these among the most accurate photometric redshifts computed to date, using the standard maximum-likelihood technique (Bolzonella, Miralles, \& Pelló 2000).

Since the primary aim of this work is to measure the high redshift evolution of the galaxy merger rate, we require a set of criteria to select our merger candidates. While this has traditionally been performed using the restframe luminosity, we will select our systems based on their mass. We desire their total gravitational mass, since it is expected to drive galaxy merging (eg. Khochfar \& Burkert 2001). However, since this mass is exceedingly difficult to determine for a large sample of faint galaxies, we will adopt the stellar mass as our selection quantity.

To determine the required stellar masses of our sample, we fit the combination of GRAPES spectra and broadband observations in the $B-, J$-, and $H$-bands with a grid of stellar population synthesis models (Bruzual \& Charlot 2003, BC03 hereafter). The masses are determined by minimizing the reduced $\chi^{2}$ between the spectrophotometry and these models, following the method of Papovich, Dickinson, \& Ferguson (2001). By parameterizing the star-formation history of these galaxies
as $\Psi(t)=\Psi_{0} e^{-t / \tau}$, our model grid consists of three parameters: the extinction in the restframe $V$-band $A_{V}$, the $e$-folding time in the star-formation history $\tau$, and stellar population age $t$. If we assume a Salpeter initial mass function (Salpeter 1955) and solar metallicity, then this parameter space is populated by $\sim 4 \times 10^{4}$ independent models. By varying the values of the grid points, we estimate the uncertainty on the stellar masses to be $\lesssim 15 \%$. In Figure 9, we show the stellar mass as a function of redshift for these galaxies. The different tracks show the mass of a maximally old stellar population for the various values of $\tau$ listed in the lower-right corner. The shaded region shows the mass selection for the primary galaxies, which is $\sim 95 \%$ complete for $z^{\prime}<27.2$ mag. The darker area indicates the selection region for the lower mass companion galaxies to be discussed below.

### 4.3. Identification of Merging Galaxies

Since we have reasonable redshift information for the entire sample of galaxies, it is natural that we adopt the dynamically close pair method (eg. Carlberg, Pritchet, \& Infante 1994). However, since our redshift uncertainty is roughly a factor of 10 larger than that of a traditional spectroscopic survey, our approach will be somewhat akin to the more common pair count analysis (eg. Zepf \& Koo 1989). This technique has several key virtues not present in other approaches: it has simple and well understood statistics to compute (Abraham 1999), and does not rely on calibration datasets (de Propris et al. 2007). Patton et al. (2000, P2000 hereafter) demonstrate that the galaxy merger rate $\left(\mathcal{R}_{\mathrm{mg}}\right)$ can be computed from the galaxy merger or pair


Fig. 9. We show the computed stellar mass as a function of the spectro-photometric redshift. The lightly shaded region indicates the volume-limited, mass selection region for the primary galaxies, while the darker region shows the possible selection of companion galaxies. In total, $\sim 95 \%$ of the galaxies with $z^{\prime} \leq 27.2 \mathrm{mag}$ identified in the HUDF by Beckwith et al. (2006) are represented here (see Figure 10) with 230 of these meeting the selection criteria discussed in § 4.3. The various lines show the mass of a maximally old, passively-evolving stellar population with an e-folding time in the star-formation rate given in the lower-right corner. This figure is reproduced from Ryan et al. (2008a).
fraction $(f)$ and the galaxy number density $(n)$ as $\mathcal{R}_{\mathrm{mg}}=f n \tau_{\mathrm{mg}}^{-1}$, where $\tau_{\mathrm{mg}}$ is the typical merger timescale.

### 4.3.1. Pair Criteria

Using the redshift catalog of Ryan et al. (2007, Chapter 2), we require the following four criteria to be satisfied to identify a galaxy pair as a merger system: (1) at least one neighboring galaxy $\leq 20 h^{-1} \mathrm{kpc}$ away to ensure that close galaxy pairs will merge (eg. de Propris et al. 2005; Bell et al. 2006) on a timescale $\tau_{\mathrm{mg}} \lesssim 0.5 \mathrm{Gyr}$ (eg. Khochfar \& Burkert 2001; Patton et al. 2002); (2) we require the mass ratio of primary galaxy to any nearby companion to be $\leq 4$ : 1 , which is consistent with a flux ratio between the galaxies of $\lesssim 1.5 \mathrm{mag}$ assuming that they have the same mass-tolight ratio; (3) we require the stellar mass of the primary galaxy to be $M_{*} \geq 10^{10} \mathrm{M}_{\odot}$; and (4) we require the redshifts of the primary and the companion to agree within the $95 \%$ confidence interval of the spectro-photometric redshifts of Ryan et al. (2007).

### 4.3.2. Accounting for the Flux and Mass Limit

Since the GRAPES survey is complete to very faint flux levels (see Figure 10), we may expect it to be volume-limited at high redshift and that no completeness corrections to the pair statistics are needed. Therefore to investigate this issue, we show the absolute $B$-band magnitude as a function of the spectro-photometric redshift in Figure 11, where the solid line shows our flux limit of $z^{\prime} \simeq 27.2 \mathrm{mag}$ for a flat spectrum in $f_{\nu}$ following Driver (1999). While this figure shows the expected volumelimited behavior (eg. de Propris et al. 2005), there is a more subtle question to address as this is a mass-selected sample: Is there a population of galaxies which are fainter


Fig. 10. The GRAPES objects were selected from the HUDF to have $z^{\prime} \leq 27.2 \mathrm{mag}$, and this diagram illustrates that the survey is $\geq 95 \%$ complete at these flux levels. In the lower panel, we show the ratio of the number counts of the GRAPES survey to all objects in the HUDF. This figure is reproduced from Ryan et al. (2008a)
than our flux limit and more massive than our mass limit? If such a population exists, then our mass selection would be incomplete for these galaxies (Dickinson et al. 2003). At the redshifts of interest, such objects must have a relatively high stellar mass-to-light ratio $\left(\Upsilon_{*, B} \gtrsim 2 \mathrm{M}_{\odot} \mathrm{L}_{\odot}^{-1}\right)$, and would likely very red in the HST images.

To find similar dark, red galaxies at $1.5 \lesssim z \lesssim 2.4$, Daddi et al. (2004) have developed a selection criteria based on the observed $\left(B-z^{\prime}\right)$ and $\left(z^{\prime}-K\right)$ colors (the $B z K$ method). When this is applied to the HUDF, Daddi et al. (2005) identify


Fig. 11. This figure is shown only for comparison and is not used in the merger candidate selection. The solid line shows the contour of constant apparent magnitude of $z^{\prime} \simeq 27.2 \mathrm{mag}$ following Driver (1999). The majority of our galaxies have ages $\lesssim 500 \mathrm{Myr}$, which implies their median stellar mass-to-light ratio is $\Upsilon_{*, B} \simeq 0.5 \mathrm{M}_{\odot} \mathrm{L}_{\odot}^{-1}$. Therefore, the mass limit of $M_{*} \geq 10^{10} \mathrm{M}_{\odot}$ roughly corresponds to $M_{B} \leq-20.5 \mathrm{mag}$, which is comparable to the luminosity limit imposed by various authors (eg. Patton et al. 1997; Le Fèvre et al. 2000) at lower redshifts. This figure is reproduced from Ryan et al. (2008a).
only seven old, passively-evolving galaxies with $K<23$ mag. They argue that these systems must have been formed in a relatively quick burst, since they emit little restframe ultraviolet flux. While these objects would satisify the above mass-tolight ratio criterion, they are brighter than our flux limit, and are hence included in our redshift survey. Therefore, to estimate the number of galaxies that satisfy this mass-to-light criterion that are fainter than our flux limit, we must perform a similar analysis on deeper data. However Daddi et al. (2005) analyzed the deepest $K$-band imaging of the HUDF available, and we must turn to a deeper dataset. We will adopt the NICMOS imaging in the $H$-band of the HUDF (Thompson et al. 2005), which is $\sim 4$ mag deeper than the $K$-band data used by Daddi et al. (2005). To ensure a comparable color selection, we will assume that these galaxies have a typical infrared color of $(H-K) \sim 0.8 \mathrm{mag}$ (Förster Schreiber et al. 2004). In Figure 12, we show the corresponding $B z H$ color selection for the objects in NICMOS imaging with fluxes taken from Coe et al. (2006). The shaded polygon shows the $B z H$ selection region defined by $\left(z^{\prime}-H\right)-\left(B-z^{\prime}\right)<-0.2-(H-K)$ and $\left(z^{\prime}-H\right)>2.5-(H-K)$. The open squares represent all objects satisfying these $B z H$ criteria, while the open circles show the five objects of Daddi et al. (2005) which are in this portion of the HUDF. The various lines represent the BC 03 stellar population models with exponentially declining star-formation histories whose $e$-folding times $(\tau)$ are listed in the lowerright. The $B z H$ selection identifies only nine galaxies, or $1 \%$ of all objects with $z \lesssim 28.5 \mathrm{mag}$, which are expected to have burst-type star-formation histories $(\tau \lesssim$ 0.3 Gyr Daddi et al. 2005). Since we recover $4 / 5$ objects from Daddi et al. (2005), we
conclude that this is a viable method to identify maximally old, passively-evolving galaxies which would satisfy the mass-to-light requirement. Furthermore galaxies with $\tau \lesssim 0.3 \mathrm{Gyr}$ are rather rare, we will correct the pair statistics using stellar populations with $\tau \geq 0.3$ Gyr.

To correct the observed pair counts, we will adopt the method of P2000, and for brevity only highlight our modifications for the mass-selection and give the essential details. In the P2000 method, one computes the maximal $k$-correction from a set of galaxy SED templates to derive the low-luminosity limit, when selecting objects based on absolute magnitudes (see Figures 1 and 2 from Patton et al. 2002). However, since we select candidates based on their stellar mass, we must determine the corresponding maximal mass limit. While Patton et al. (2002) adopt the empirical templates of Coleman, Wu, \& Weedman (1980), we choose the stellar population synthesis models of BC 03 . As in $\S 4.2$, we parameterize the star-formation rate as $\Psi(t ; \tau) \propto e^{-t / \tau}$, and restrict $\tau \geq 0.3$ Gyr, since objects with $\tau \leq 0.3$ Gyr are extremely rare (as discussed above). Since the aim is to generate a population of maximal stellar mass, we set $t=T(z)$, where $T(z)$ is the age of the Universe at redshift $z$.

We define the stellar mass limit to be the more massive between the fiducial $\operatorname{limit}\left(M_{*, 0}\right)$ and the maximal mass model $\left(M_{*}(z ; \tau)\right)$ :

$$
\begin{equation*}
M_{*}^{\lim }(z)=\max \left[M_{*, 0}, M_{*}(z ; \tau)\right] . \tag{4.1}
\end{equation*}
$$

With this mass selection, we compute the selection function to correct the counts of the flux-limited survey as:

$$
\begin{equation*}
S_{N}(z)=\frac{\int_{M_{*}, 0}^{M_{1 \mathrm{lim}}^{1 \mathrm{i}}(z)} \Phi\left(M_{*}, z\right) d M_{*}}{\int_{M_{*, 0}}^{\infty} \Phi\left(M_{*}, z\right) d M_{*}} \tag{4.2}
\end{equation*}
$$



Fig. 12. By assuming $(H-K) \simeq 0.8 \mathrm{mag}$ (Förster Schreiber et al. 2004), we perform a similar analysis to Daddi et al. (2005) on the much deeper NICMOS imaging in the HUDF, to estimate the range of star-formation histories applicable to these redshifts. The shaded region represents the $B z H$ selection discussed in $\S$ 4.3.2. As in Figure 9, the different lines represent maximally old, passively-evolving stellar populations, denoted by the $e$-folding time in their star-formation rate in the lower-right. The "bullseye" marks the birth of the populations at $z_{\text {form }} \rightarrow \infty$. As discussed in $\S$ 4.3.2, maximally old galaxies with $\tau \leq 0.3 \mathrm{Gyr}$ are exceedingly rare and would appear in the shaded, $B z H$ polygon. Therefore, when correcting our pair counts following the P2000 method, we adopt BC03 models appropriate for our sample ( $\tau \geq 0.3 \mathrm{Gyr}$ ). This figure is reproduced from Ryan et al. (2008a).
where $\Phi\left(M_{*}, z\right)$ is the galaxy mass function (not to be confused with the luminosity function). Elsner, Feulner, \& Hopp (2008) show that the galaxy mass function can be well modeled as the Schechter function (Schechter 1976) with $M_{*}^{*} \sim 10^{11.5} \mathrm{M}_{\odot}$ and $\alpha \sim-1.36$ for $z \lesssim 5$. Finally, the optimal weights to apply to the pair statistics will be $w_{N}(z) \propto S_{N}(z)^{-1}$, where the various remaining terms (such as boundary effects and spectroscopic completeness) are computed following Patton et al. (2002). Using these optimal weights, the number of close companions for the $i$ th primary galaxy is computed as $N_{c, i}=\sum_{j} w_{N_{2}}\left(z_{j}\right)$, where $j$ runs over the companions which satisfy the above merger criteria. Finally, the mean number of close companions per primary galaxy is found as

$$
\begin{equation*}
N_{c}=\frac{\sum_{i} w_{N_{1}}\left(z_{i}\right) N_{c, i}}{\sum_{i} w_{N_{1}}\left(z_{i}\right)} \tag{4.3}
\end{equation*}
$$

following the notation of Patton et al. (2002).

### 4.3.3. Error Budget

While it may be appropriate to assume Poisson uncertainties on the pair counts, we require a more detailed analysis to incorporate the effects of the redshift uncertainties. Despite having spectrophotometric redshifts for each component of the merging pair, the relatively large uncertainties on the proper distance ( $\left.\delta d_{p} \lesssim 500 \mathrm{Mpc}\right)$ can lead to false positives. To estimate the magnitude of this effect, we randomize the redshifts and masses in such a manner to preserve the selection discussed above, and recompute the resulting pair counts. In $10^{3}$ realizations of the redshift catalog, we estimate that $\lesssim 1.5$ pairs per redshift bin may arise from superpositions identified by erroneous redshifts estimates. This approach allows us to bootstrap the uncertainties
on the pair counts to include the effects of Poisson shot noise, chance superpositions, and the spectrophotometric redshift uncertainties.

Since the HUDF covers $\simeq 3.3 \times 3.3$, the uncertainties resulting from cosmic variance must also be addressed. By assuming that the spatial correlation function of the galaxies is $\xi(r) \propto\left(r / r_{0}\right)^{-\gamma}$, the relative cosmic variance in the number counts is given as $\sigma_{v}^{2}=1.45\left(V / r_{0}^{3}\right)^{-\gamma / 3}$ for cell volume $V$, correlation length $r_{0}$, and $\gamma=1.8$ (Somerville et al. 2004). For comparable sampled volumes, Beckwith et al. (2006) estimate the cosmic variance to be $\sigma_{v} \simeq 0.17$ for the HUDF cell geometry.

### 4.4. Redshift Evolution

In Figure 14, we show the resulting galaxy merger fraction as a function of $(1+z)$ as filled circles with uncertainties that reflect the contributions from chance superpositions, cosmic variance, redshift uncertainty, and Poisson shot noise. Since these galaxies are typically very young (age $\lesssim 500 \mathrm{Myr}$ as inferred from the SED fitting described in $\S 4.2$ ), their median stellar mass-to-light ratio in the restframe $B$-band is $\Upsilon_{*, B} \simeq 0.5 \mathrm{M}_{\odot} \mathrm{L}_{\odot}^{-1}$ (see Figure 13), and therefore the mass limit of $M_{*, 0} \geq 10^{10} \mathrm{M}_{\odot}$ roughly corresponds to $M_{B} \lesssim-20.5$ mag. Since this luminosity limit is similar to that imposed by Patton et al. (1997) and Le Fèvre et al. (2000), we show those measurements for comparison as open triangles and diamonds, respectively. We show the standard power-law parameterization of $f(z)=0.02 \times(1+z)^{3}$ as a dashed line. While this model can fit the low redshift ( $z \lesssim 1$ ) observations, it fails to reproduce our higher redshift ( $z \gtrsim 1$ ) data. Therefore, we also show the empirical formed proposed
by Conselice (2006) of

$$
\begin{equation*}
f(z)=a(1+z)^{b} e^{-c(1+z)} \tag{4.4}
\end{equation*}
$$

as a solid line. Using a standard least-squares technique, we find $a=0.44 \pm 0.04$, $b=7.0 \pm 0.6$, and $c=3.1 \pm 0.4$ for $\chi_{\nu}^{2}=0.28$. This model has a maximum at $z_{\text {frac }}=(b / c)-1=1.3 \pm 0.4$, when accounting for the correlated uncertainties on $b$ and $c$. In the inset, we show the $68 \%, 95 \%$, and $99 \%$ confidence intervals in the $b-c$ plane for the fit to these data. The peak in the fraction is likely a consequence of the strict mass limit and mass ratio imposed on our sample, and not a result of flux incompleteness (see Figure 9). Our observations can rule out the standard power-law model at $z \gtrsim 1$, which has a reduced $\chi_{\nu}^{2}=7.8$.

While the major merger fraction of massive galaxies may provide excellent information on galaxy evolution, the merger number density is more relevant when comparing to other extragalactic observations. From the merger fraction $(f)$, we compute the merger number density as

$$
\begin{equation*}
n_{\mathrm{mg}}=\frac{f(z) N(z)}{\int_{z-\Delta z}^{z+\Delta z} d V}, \tag{4.5}
\end{equation*}
$$

where $N(z)$ is the completeness corrected redshift distribution from the Ryan et al. (2007) catalog. Then the merger rate is $\mathcal{R}_{\mathrm{mg}}=n_{\mathrm{mg}} \tau_{\mathrm{mg}}^{-1}(\mathrm{P} 2000)$. In Figure 15, we show the merger number density for the same data discussed in Figure 14. As a solid line, we show empirical model of Equation (4.4), converted to a number density using the redshift distribution of equation (23) in Benítez (2000). Our merger number density peaks at a $z_{\text {dens }} \simeq 1.2$, which is a slightly lower redshift than the peak in the


Fig. 13. In the main panel (lower-left), I show the $B$-band mass-to-light ratios determined from the stellar population synthesis models. Along the vertical and horizontal axes, I show the distribution of mass-to-light ratios and stellar population ages, respectively. The median mass-to-light ratio for these GRAPES galaxies is $\Upsilon_{*, B} \simeq 0.5 \mathrm{M}_{\odot} \mathrm{L}_{\odot}^{-1}$, which implies that for a stellar mass of $M_{*}=10^{10} \mathrm{M}_{\odot}$ roughly corresponds to an absolute magnitude of $M_{B} \simeq-20.5 \mathrm{mag}$ (assuming $M_{B, \odot}=+5.2 \mathrm{mag}$ ). This suggests that the imposed mass limit of $M_{*} \geq 10^{10} \mathrm{M}_{\odot}$ is consistent with the luminosity limits imposed at $z \lesssim 1$ by various other authors.


Fig. 14. The results from this work are indicated by filled circles, while the observations of Patton et al. (1997) and Le Fèvre et al. (2000) are shown by open triangles and diamonds, respectively. The dashed line shows the common power-law form of $f(z)=0.02 \times(1+z)^{3}$, which fails to fit our high redshift observations. However, the model $f(z)=a(1+z)^{b} e^{-c(1+z)}$, shown as the solid line, can reproduce all the observations reasonably well $\left(\chi_{\nu}^{2}=0.28\right)$. This peak in the merger fraction at $z_{\mathrm{frac}} \simeq 1.3 \pm 0.4$ may arise from the strict mass limit $\left(M_{*} \geq 10^{10} \mathrm{M}_{\odot}\right)$ and mass ratio ( $\leq 4: 1$ ) imposed on our sample. It is not due to flux incompleteness, given the unparalleled depth of this survey (see Figure 9) and the corrections applied in $\S 4.3 .2$. This figure is reproduced from Ryan et al. (2008a).
merger fraction. Finally, we tabulate our measured galaxy major merger fraction and number density in Table 4.

TABLE 4
Galaxy Merger Results

| $z$ | $f(z)$ | $n_{\mathrm{mg}^{\dagger}}$ <br> $\left(10^{-4} \mathrm{Mpc}^{-3}\right)$ |
| :---: | :---: | :---: |
| $0.75 \pm 0.25$ | $0.09 \pm 0.03$ | $6.31 \pm 2.34$ |
| $1.25 \pm 0.25$ | $0.11 \pm 0.04$ | $3.56 \pm 1.52$ |
| $2.00 \pm 0.50$ | $0.09 \pm 0.06$ | $2.04 \pm 1.39$ |

$\dagger$ Computed from the merger fraction by Equation (4.5).


Fig. 15. As in Figure 14, the results from this Chapter are indicated by filled circles, and the observations of Patton et al. (1997) and Le Fèvre et al. (2000) are shown as open triangles and diamonds, respectively. The dotted line shows the total density of AGN with $L_{X}>10^{42} \mathrm{erg} \mathrm{s}^{-1}$ selected in the soft ( $0.5-2 \mathrm{keV}$ ) $X$-ray band (Hasinger, Miyaji, \& Schmidt 2005). The number density of merging galaxies peak at $z_{\text {dens }} \simeq 1.2$ while the AGN number density peaks at $z_{\mathrm{AGN}} \simeq 0.65$. This difference in redshift corresponds to a cosmic time difference of $\simeq 2.5 \mathrm{Gyr}$. A comparable time delay between the merging and the AGN phase has been suggested by simulations (Springel, Di Matteo, \& Hernquist 2005a). Moreover, the ratio of the densities at their peaks would suggest that as much as $\sim 20 \%$ of the major merging of massive galaxies will evolve into $X$-ray AGN with $L_{X}>10^{42} \mathrm{erg} \mathrm{s}^{-1}$ (eg. Daddi et al. 2007). This figure is reproduced from Ryan et al. (2008a).

### 4.5. Comparison to Previous Work

For low to moderate redshifts $(z \lesssim 1)$, there have been numerous measurements of the galaxy pair fraction. While many studies disagree on the precise values of the pair fraction, they generally agree that the fraction rises from $\sim 2 \%$ at $z \simeq 0$ to $\sim 15 \%$ at $z \simeq 1$ following a power-law in $(1+z)$. Where our observations overlap with previous work, we find a merger fraction of $15 \pm 5 \%$ at $z \simeq 1$, which is in good agreement with the previously published values (eg. Le Fèvre et al. 2000; Lin et al. 2004; Kartaltepe et al. 2007).

At higher redshift $(z \gtrsim 1)$, there are no other studies of merging using the pair fraction, due to the difficulty in acquiring sufficiently deep redshift datasets. However, if the redshift of the primary galaxy can be obtained, then a morphological approach can be a viable method for determining the merger status. Conselice et al. (2003b) has shown a roughly power-law form to $z \simeq 3$ using the $C A S$ (concentration, asymmetry, clumpiness) morphological system (Bershady, Jangren, \& Conselice 2000; Conselice 2003a). When these measurements are coupled with restframe colors, the refined merger fraction is substantially higher than our observations (Conselice 2006). However, de Propris et al. (2007) discuss some of the limitations of this system and caution that merger studies using image asymmetry require careful interpretation.

Based on the matched Two Micron All Sky Survey (2MASS)/Two-Degree Field Galaxy Redshift Survey (2dFGRS; Cole et al. 2001), Xu, Sun, \& He (2004) identify 38 merging systems with similar close pair criteria at $0.01 \lesssim z \lesssim 0.07$. By adopting a standard stellar mass-to-light ratio in the restframe $K_{s}$-band $\left(\Upsilon_{*, K_{s}}=1.32 \mathrm{M}_{\odot} \mathrm{L}_{\odot}^{-1}\right)$,
these galaxies are selected to have $M_{*} \geq 10^{10.25} \mathrm{M}_{\odot}$. While they restricted their work to a smaller range of mass ratios for their systems ( $\delta K_{s} \leq 1 \mathrm{mag}$ ), they find a pair fraction of $1.70 \pm 0.32 \%$, consistent with other low values at these low redshifts (eg. Patton et al. 1997).

### 4.6. Discussion

Using the deepest imaging and spectroscopic data available, we show that the fraction and number density of major mergers between massive galaxies peak at relatively low redshifts $(z \sim 1)$. These peaks are likely not an artifact of the data nor the measurement process, given the careful attention to the mass limits, spectrophotometric redshift accuracy, accounting of measurement uncertainties, unprecedented deep flux limit, and the good agreement with published data in the redshift range of overlap.

Since the high redshift portion of our observed major merger rate dramatically differs from the extrapolated results by numerous authors, it is interesting to explore some of the consequences which arise from this difference. In particular, one implication of our merger rate concerns the fraction of galaxies which have undergone a major merger, or the remnant fraction $f_{\text {rem }}$. By assuming a merger fraction of $f(z)=0.011 \times(1+z)^{2.3}$ and a merger timescale $\tau_{\mathrm{mg}}=0.5 \mathrm{Gyr}$, Patton et al. (2002) find that $f_{\text {rem }} \simeq 15 \%$ of galaxies with $-21 \leq M_{B} \leq-18$ mag have experienced a major merger since $z \simeq 1$. This is in contrast with the semi-analytic models of De Lucia et al. (2006), who argue that $\sim 50 \%$ of stars which comprise elliptical galaxies assemble into a single dark halo between $0 \leq z \leq 1$ by major merging. When we apply this
analysis ${ }^{1}$ to our slightly larger and steeper merger rate, we find that $f_{\text {rem }} \simeq 42 \%$ of galaxies with $M_{*} \geq 10^{10} \mathrm{M}_{\odot}$ have been involved in a major merger since $z=1$, which is consistent with the De Lucia et al. (2006) fractions. Moreover, since our merger rate peaks at some critical redshift, the fraction of massive galaxies that have undergone a major merger tends to a limiting value at $z \rightarrow \infty$ of $f_{\mathrm{rem}}^{\mathrm{lim}} \simeq 62 \%$, whereas a strict power-law form increases to $100 \%$. This suggests that $\left(1-f_{\text {rem }}^{\lim }\right) \simeq 38 \%$ of massive galaxies may have never undergone a major merger in their lifetime, but does not preclude a series of minor mergers or steady infall.

The magnitude of physical processes, which are driven by galaxy merging, should be proportional to the merging galaxy number density. Many phenomena have been linked to galaxy merging, most notably, star formation, AGN activity, and galaxy morphologies. The cosmic star formation rate density, as traced by radio, ultraviolet, far infrared, and/or various emission line luminosities has been measured by numerous authors at $z \lesssim 7$ (Lilly et al. 1996; Madau et al. 1996; Connolly et al. 1997; Steidel et al. 1999; Haarsma et al. 2000; Brinchmann et al. 2004; Wyder et al. 2005; Bouwens et al. 2006; Hopkins \& Beacom 2006). While there is reasonable consensus that the star-formation rate density increases from $z \simeq 0$ to $z \simeq 1$, the high redshift portion can differ greatly among the many authors. Nonetheless, the peak in our merger number density is consistent with the peak in the cosmic starformation rate density at $z \simeq 1-1.5$. Moreover, the peak star-formation rate density is $\sim 10^{-1} \mathrm{M}_{\odot} \mathrm{yr}^{-1} \mathrm{Mpc}^{-3}$ (eg. Hopkins \& Beacom 2006), which would require the typical merger system to have a star-formation rate of $\sim 100 \mathrm{M}_{\odot} \mathrm{yr}^{-1}$. This rate

[^0]is considerably higher than what is expected for major mergers (Bell et al. 2005), which suggests that major mergers are not the only source of star-formation at these redshifts. However, minor merging is expected to be more frequent, and may be responsible for triggering the remaining portion of the cosmic star-formation density.

Many authors have addressed an evolutionary link between merging galaxies and AGN (Carlberg 1990a; Silk \& Rees 1998; Kauffmann \& Haehnelt 2000; Croton et al. 2006; Hopkins et al. 2006), and generally agree that major merging can drive AGN activity. Therefore, it is natural to compare our merger number density to the observed AGN density. The density of type-1 AGN selected in soft ( $0.5-2.0 \mathrm{keV}$ ) $X$-ray band with luminosities of $L_{X}=10^{42}-10^{46} \mathrm{erg} \mathrm{s}^{-1}$ from Hasinger, Miyaji, \& Schmidt (2005) is shown in Figure 15 as a dotted line. This sample traces the roughly instantaneous AGN activity unobscured through any dust, and is similar to the results in the hard $X$-rays (Ueda et al. 2003). This AGN density peaks at $z_{\text {AGN }} \simeq 0.65$, or a lookback time of $\simeq 5.9 \mathrm{Gyr}$, whereas our observed merger number density peaks at $z_{\text {dens }} \simeq 1.2$, or $\simeq 8.5 \mathrm{Gyr}$ in lookback time. If a major merger of two galaxies triggers an AGN, then we may expect on average $\sim 2.6$ Gyr between the time when the galaxies are observed as a pair on the sky, and when the remnant would be observed as an AGN in the soft $X$-rays. Springel, Di Matteo, \& Hernquist (2005a) have suggested that major merging can trigger the fueling of the central black hole after the merger onset, and will be observed as a visible AGN $\sim 1-2$ Gyr later. According to these simulations, we expect the merger number density to peak $\sim 2.5 \mathrm{Gyr}$ earlier
in cosmic time than the AGN density, which is similar to our observations to within the uncertainties.

These measurements have exploited the excellent redshift accuracy, spatial resolution, and depth of ACS grism observations. The Wide Field Camera 3 for HST will provide combined ultraviolet prism, infrared grism, and numerous ultraviolet, optical, and near-infrared broadband observations. With such a rich dataset, redshifts of comparable accuracy from $2 \lesssim z \lesssim 6$ should become standard. This will be ideal for refining this work, and determining the role of various effects, such as galaxy environments and/or cosmic variance at $z \lesssim 6$.

## CHAPTER 5

## The Galaxy Major Merger Rate from $B V i^{\prime}$-band Dropouts

### 5.1. Introduction

In the hierarchical formation paradigm, galaxies are expected to evolve by repeated mergers and interactions (eg. Kauffmann, White, \& Guiderdoni 1993) with episodes of merger-driven star formation (eg. Larson \& Tinsley 1978). When these ideas are extended to include the feedback of an active galactic nucleus (AGN; eg. Silk \& Rees 1998), they begin to provide a self-consistent framework for understanding galaxy evolution. Recent computer simulations have suggested that as galaxies merge, they will trigger a modest starburst in the constituent systems, which often continues for $\sim 1-2$ Gyr until the central black hole triggers an AGN (Springel, Di Matteo, \& Hernquist 2005a). By suppressing the present star formation, the feedback from the AGN may be responsible for formation of the red sequence of elliptical galaxies (Springel, Di Matteo, \& Hernquist 2005b) and may lead to galaxy downsizing (Scannapieco, Silk, \& Bouwens 2005). This formation scenario indicates that galaxies grow via a "duty cycle" of merging, starbursts, and AGN (Hopkins et al. 2006). While these ideas are quickly maturing, there remain many open observational questions. In particular, the precise form of the galaxy merger rate will be a unique constraint, since it serves as the central and driving mechanism in this formation model.

The duty cycle of merging, starburst, and AGN suggests that we may observe correlations between the galaxy merger rate, galaxy mass assembly (eg. Dickinson et al. 2003), the cosmic star formation rate density (eg. Madau et al. 1996; Hopkins \& Beacom 2006), and the epoch-dependent AGN space density (eg. Ueda et al. 2003; Hasinger, Miyaji, \& Schmidt 2005). However, there may be an additional class of
secondary phenomena, which may also be related galaxy merging. The observed galaxy luminosity function evolves over cosmic time, particularly the faint-end slope, where there are significantly more dwarf galaxies at high redshift (eg. Bouwens et al. 2007; Ryan et al. 2007). This evolution can be quantitatively and qualitatively understood from a merger-based semi-analytic model, where the evolution of the dark halo mass function dictates the evolution of the galaxy luminosity function (Khochfar et al. 2007). Observed at cosmological distances, gamma-ray bursts (GRBs) are likely the supernovae of very massive stars $\left(M \gtrsim 40 \mathrm{M}_{\odot}\right.$; Stanek et al. 2003; Mazzali et al. 2006), which must have formed in a recent starburst. Whether this starburst was initiated by a galaxy merger or in some other way reflects the increased cosmic star formation rate, the rise in the GRB rate at low redshift (eg. Kistler et al. 2008) or a possible peak in the GRB fraction at $z \simeq 1.4$ (eg. Young \& Fryer 2007) may be caused by the redshift evolution of the galaxy merger number density.

Finally, the aggregation of stellar mass as implemented by galaxy merging may also be responsible for the decrease in galaxy sizes with redshift. Several authors have found that the half-light radii of galaxies are roughly proportional to $H(z)^{-\gamma}$ (eg. Ferguson et al. 2004; Trujillo et al. 2006; Hathi, Malhotra, \& Rhoads 2008b), where $\gamma=2 / 3$ for a fixed galaxy mass and $\gamma=1$ for a fixed circular velocity (eg. Mo, Mao, \& White 1999). The majority of observations generally favor the fixed circular velocity model with $\gamma \simeq 1$, which supports the hierarchical clustering model of disk galaxy formation (eg. Fall \& Efstathiou 1980). While many of these phenomena have been well studied by various techniques for $z \lesssim 6$ (particularly the mass assembly,
cosmic star formation rate, and AGN density), there has been little observational work on merging galaxies at comparable redshifts. In Ryan et al. (2008a, Chapter 4), we presented some of the highest redshift measurements of the galaxy major merger fraction and number density for $0.5 \leq z \leq 2.5$. The density of major mergers between massive galaxies increases from $z \simeq 0$ to $z \simeq 1.3$, and appears to decline at higher redshifts. While this behavior is qualitatively similar to the cosmic star formation rate and the AGN number density, higher redshift $(z \gtrsim 3)$ observations of major mergers are needed to further explore and confirm this possible trend.

At low redshift $(z \lesssim 1)$, the galaxy merger rate is derived from the merger fraction, which is often parameterized as proportional to $(1+z)^{m}$, where $1 \lesssim m \lesssim 4$ (Zepf \& Koo 1989; Burkey et al. 1994; Carlberg, Pritchet, \& Infante 1994; Yee \& Ellingson 1995; Neuschaefer et al. 1997; Patton et al. 1997; Le Fèvre et al. 2000; Patton et al. 2002; Lin et al. 2004; Xu, Sun, \& He 2004; Bell et al. 2006; Kartaltepe et al. 2007; Hsieh et al. 2008). However, there are indications that the strict power-law form may fail at higher redshift (Conselice, Rajgor, \& Myers 2008; Ryan et al. 2008a), and that the major merger fraction is more suitably fit by the empirical form proposed by Conselice (2006): $f(z)=a(1+z)^{b} e^{-c(1+z)}$, with $a=0.44 \pm 0.04, b=7.0 \pm 0.6$, and $c=3.1 \pm 0.4$ (Ryan et al. 2008a). Our intermediate redshift observations ( $0.5 \leq z \leq 2.5$ ) suggest a possible peak in the major merger rate at $z_{\max }^{\mathrm{frac}}=(b / c)-1=1.3 \pm 0.4$.

Current theories and numerical simulations have made galaxy mergers the central theme of galaxy formation and evolution. Moreover there are several indications that the galaxy merger rate may be sensitive to the cosmological parameters. Carl-
berg (1990b) suggest that the galaxy merger rate may be sensitive to the matter density $\left(\Omega_{0}\right)$, and later argue that the power-law index $(m)$ of the redshift-dependent merger rate strongly depends on the matter and dark energy densities $\left(\Omega_{\Lambda}\right.$; Carlberg 1991). Governato et al. (1999) find that $m=2.5 \pm 0.4$ and $m=3.1 \pm 0.2$ for open $\left(\Omega_{0}=0.3, h=0.75\right.$, and $\left.\sigma_{8}=1\right)$ and tilted $\left(\Omega_{0}=1, h=0.5\right.$, and $\left.\sigma_{8}=0.6\right)$ cosmology, respectively. With a semi-analytic model of galaxy formation, Khochfar \& Burkert (2001) investigate the effect of the equation of state parameter for the dark energy $(w)$ on the galaxy merger rate. By comparing to the available observations, they find that the galaxy merger fraction does not strongly depend on the adopted cosmology, namely quintessence $(w=-2 / 3)$ versus $\Lambda(w=-1)$ cold dark matter (CDM) models. The precise role of galaxy mergers in constraining the cosmological model may become clearer as more observations, both at higher redshifts and varied mass/luminosity limits, become available. In this Chapter, we will extend our previous results at $0.5 \leq z \leq 2.5$ to higher redshifts ( $z \gtrsim 3$ ), using observations of Lyman break galaxies (LBGs; eg. Steidel et al. 1996) selected as $B V i^{\prime}$-band dropouts.

This Chapter is organized as follows: $\S 5.2$ describes the datasets, $\S 5.3$ outlines our merging galaxy sample with corrections for the redshift reliability, § 5.4 discusses the redshift evolution of the galaxy merger rate, and $\S 5.5$ is a general discussion of these results in the context of galaxy formation. We quote all magnitudes in the AB system (Oke \& Gunn 1983). For the cosmological model, we adopt $\Omega_{0}=0.24$, $\Omega_{\Lambda}=0.76$, and $H_{0}=100 h \mathrm{~km} \mathrm{~s}^{-1} \mathrm{Mpc}^{-1}$ where $h=0.73$ (Spergel et al. 2007).

### 5.2. Data

To identify and study galaxy pairs at high redshift ( $z \gtrsim 3$ ), we require deep highresolution imaging in a variety of bandpasses. Therefore, only the deep fields observed by the Hubble Space Telescope (HST) will suffice, in particular those observed with the Advanced Camera for Surveys (ACS) in the $B V i^{\prime} z^{\prime}$-bands. Such observations have proven quite successful at identifying high redshift galaxies using the dropout selection (Giavalisco et al. 2004b; Yan \& Windhorst 2004b; Bouwens et al. 2006; Beckwith et al. 2006; Hathi, Malhotra, \& Rhoads 2008b). Therefore, we will adopt a similar color-color selection for three multiwavelength, deep fields observed by HST. The Great Observatories Origins Deep Survey (GOODS) consists of two $3 \times 5$ ACS pointings, one in the north and one in the south, covering a total of $316 \operatorname{arcmin}^{2}$ (Giavalisco et al. 2004a). We use the GOODS v2.0 imaging and catalogs, which are generally $\sim 0.3 \mathrm{mag}$ deeper than the v1.0 dataset. The Hubble Ultra-Deep Field (HUDF) is a single ACS pointing ( $3!3 \times 3!3$ ) of 400 orbits (Beckwith et al. 2006), located in the GOODS-S field and is an additional $\sim 2.5 \mathrm{mag}$ deeper than either GOODS field. In Figure 1, I show the approximate field geometry and layout for the GOODS and HUDF surveys.

To identify our high redshift LBGs from the deep ACS imaging, we use the software package SExtractor (Bertin \& Arnouts 1996), and adopt the GOODS extraction parameters (Giavalisco et al. 2004a). We require that each object has at least 16 connected pixels that are $0.6 \sigma$ brighter than the local sky. For object deblending, we use 32 sub-thresholds with a minimum contrast of 0.03 . These parameters facil-
itate identifying point source objects, which is ideal for these compact LBGs. From these catalogs, we determine the approximate $50 \%$ completeness limit in flux for each field and bandpass, based on a power-law fit to the observed number counts. To select the high redshift LBGs, we adopt the color-color selection described by Bouwens et al. (2007), with additional constraints on the signal-to-noise $(S / N)$ in the bands immediately blueward and redward of the Lyman discontinuity: $(S / N)_{\text {blue }} \leq 2$ and $(S / N)_{\text {red }} \geq 5$, respectively (eg. Giavalisco et al. 2004b). In Figure 16, Figure 17, and Figure 18, I show the color-color selections for the $B V i^{\prime}$-band dropouts, respectively. I summarize our dropout samples by giving the limiting magnitudes and the object counts in Table 5.


Fig. 16. Each dot represents a single galaxy identified in the HUDF, while the red points indicate galaxies which satisfy the LBG color criteria of $(B-V)>1.1$ and $(B-V)>1.1+\left(V-z^{\prime}\right)$ and $\left(V-z^{\prime}\right)<1.6$ mag. By imposing signal-to-noise limits on the bands blueward $(S / N)_{\text {blue }}<2$ and redward $(S / N)_{\text {red }}>5$ of the Lyman limit $\left(\lambda_{\text {rest }}=912 \AA\right)$, these dropout selection rules can reliably identify galaxies at $z \simeq 3.8 \pm 0.3$.


Fig. 17. As in Figure 16, the black symbols represent each galaxy in the HUDF, while the red symbols show the galaxies satisfying the $V$-band dropout selection of $\left(\left(V-i^{\prime}\right)>1.5+0.9\left(i^{\prime}-z^{\prime}\right)\right.$ or $\left.\left(V-i^{\prime}\right)>2\right)$ and $\left(V-i^{\prime}\right) \geq 1.2$ and $\left(i^{\prime}-z^{\prime}\right) \leq 1.3$ mag. By imposing similar signal-to-noise limits as for the $B$-band dropouts, these colorcolor criteria select galaxies at $z \simeq 5.0 \pm 0.4$ from the Lyman forest ( $\lambda_{\text {rest }}<1216 \AA$ ). Unlike the $B$-band dropouts, this selection is subject to contamination of low redshift elliptical galaxies whose $4000 \AA$ break masquerades as the Lyman break. Vanzella et al. (2006) estimate that the reliability of the $V$-band dropout selection is $\gtrsim 90 \%$ (see § 5.3.2 for additional discussion).

TABLE 5
Dropout Samples

| Dropout | Limit $^{\dagger}$ <br> $(\mathrm{mag})$ | $N_{\text {LBGs }}$ |
| :--- | :---: | :---: |
|  | GOODS-N $^{\ddagger}$ |  |
| $B$ | $V \leq 27.9$ | 1602 |
| $V$ | $i^{\prime} \leq 27.7$ | 579 |
| $i^{\prime}$ | $z^{\prime} \leq 27.6$ | 256 |
|  | GOODS-S $^{\ddagger}$ |  |
| $B$ | $V \leq 27.7$ | 1407 |
| $V$ | $i^{\prime} \leq 27.5$ | 412 |
| $i^{\prime}$ | $z^{\prime} \leq 27.4$ | 230 |
|  | HUDF |  |
| $B$ | $V \leq 29.8$ | 700 |
| $V$ | $i^{\prime} \leq 29.7$ | 229 |
| $i^{\prime}$ | $z^{\prime} \leq 29.8$ | 73 |

$\dagger$ The $50 \%$ completeness limit derived from a power-law fit to the observed galaxy counts.
$\ddagger$ We used the GOODS v2.0 imaging and catalogs (http://archive.stsci.edu/pub/hlsp/goods/).


Fig. 18. Like the previous two figures (Figure 16 and Figure 17), I show each galaxy from the HUDF as a solid black circle and those galaxies selected from as $i^{\prime}$-band drops from $\left(i^{\prime}-z^{\prime}\right) \geq 1.3$ mag. Since the overwhelming majority of the galaxies in this study do not have deep, high resolution $J$-band imaging, I cannot impose an additional color criterion of $\left(z^{\prime}-J\right) \lesssim 1.3 \mathrm{mag}$, which is similar to the $V$-band dropout selection. Without this additional $\left(z^{\prime}-J\right)$ color constraint, this $i^{\prime}$-band dropout selection will systematically identify low mass, Galactic stars. In § 5.3.2, I statistically correct the merger counts for a L- \& T-dwarf contribution, based on the estimate of the scale height of this population (Ryan et al. 2005, and Chapter 6).

### 5.3. Analysis

### 5.3.1. Merger Selection

There have been a number of techniques developed to identify and measure various properties of galaxies in all states of merging. A popular approach has been to measure a series of morphological indicators, which are assumed to have been triggered by the recent merger (eg. Conselice et al. 2003b; Straughn et al. 2006; Lotz et al. 2008). While these schemes differ in their execution, they are all critically dependent on the angular resolution of the survey, and the source deblending algorithms (eg. de Propris et al. 2007). While HST imaging provides the best possible resolution on faint galaxies (Windhorst et al. 2008), a morphological approach at $z \gtrsim 3$ will be met with two major challenges:
(1) At these redshifts, the majority of galaxies are observed to have half-light radii of $r_{h l} \lesssim 0^{\prime \prime} .3$ (Ferguson et al. 2004; Bouwens et al. 2006; Hathi, Malhotra, \& Rhoads 2008b) or $r_{h l} \lesssim 10$ pixels. Overzier et al. (2008) find that the UV-luminous galaxies (UVLGs) identified with GALEX (Heckman et al. 2005) resemble highredshift LBGs at $z \gtrsim 4$. They conclude that these galaxies often show qualitative merger signatures (such as double nuclei, tidal tails, companions). However, many of these features would be unresolved and/or too faint to be identified in the HST imaging of galaxies at $z \gtrsim 3$ (eg. Cohen et al. 2003).
(2) Since the morphological approach requires a calibration dataset, the restframe wavelength in which the galaxies are observed becomes critical. The optical/nearinfrared imaging ( $V i^{\prime} z^{\prime}$-bands) with HST-ACS samples the far-ultraviolet $\left(\lambda_{\text {rest }} \sim\right.$
$1300 \AA$ ) continuum and/or possible Ly $\alpha$ line emission in the restframe of the dropout galaxies. However, most morphological indicators are calibrated with surveys conducted in the restframe optical (eg. Frei et al. 1996). Therefore, the blind use of these indicators, without additional calibration for the UV restframe wavelength sampled, may lead to erroneous conclusions owing to possible wavelength-dependent galaxy morphologies (eg. Teplitz et al. 1998; Windhorst et al. 2002; Papovich et al. 2003; Cassata et al. 2005; Taylor-Mager et al. 2007).

Given these possible limitations of a morphological approach, we adopt the "dynamically-close pair" method (eg. Carlberg, Pritchet, \& Infante 1994), which is a slight modification of the traditional pair count (eg. Zepf \& Koo 1989) by including redshift measurements for both the primary and companion galaxy. While the Lyman break technique can select galaxies at a given redshift, the uncertainty on this redshift can be $\sigma_{z} \sim 0.3$, which gives an unacceptably large uncertainty on the proper distance. Therefore, our technique should be considered as a compromise between the dynamically-close pairs, where the velocity difference between the primary and companion galaxies can be measured and considered, and the projected pair count, which does not include redshift measurements in any way. We will address and account for the redshift uncertainties after defining our merger samples in § 5.3.3.

To construct our merger catalogs, we begin with the standard definition for close galaxy pairs: (1) The separation of the pairs should be sufficiently small to ensure that the pairs will merge in the typical merger timescale of $\tau_{\mathrm{mg}} \lesssim 1$ Gyr. For this projected distance, we adopt $\Delta r \leq 20 h^{-1} \mathrm{kpc}$; (2) The luminosity ratio of the primary-
to-companion galaxies should be $\Delta M_{B} \leq 1.5$ mag. If we assume the two galaxies have the same intrinsic mass-to-light ratio, then this luminosity ratio selects major mergers with a mass ratio of approximately $\leq 4: 1$; (3) The merging pair should have the same redshift to within their $1 \sigma$ uncertainties, which will be discussed in more detail below. As noted above, this redshift requirement is the primary difference between the two aforementioned pair count methods; (4) The final criterion that is generally adopted concerns the luminosity of the primary galaxy. The varying flux limits of these fields and the luminosity dependence on redshift complicates a straightforward luminosity threshold. Therefore, we adopt the techniques developed by Patton et al. (2000) to consistently identify dynamically-close galaxy pairs, while simultaneously correcting a flux-limited survey to the comparable volume-limited survey. In this method, one constructs two optimal parameters, which measure the merger rate and the mass accretion rate. We will briefly outline the Patton et al. (2000) algorithm:

From the inherently flux-limited surveys, we desire all galaxy pairs that have a primary galaxy in a given absolute magnitude range: $M_{b r} \leq M_{B} \leq M_{f a}$. To select such systems, Patton et al. (2000) determine a redshift-dependent absolute magnitude limit:

$$
\begin{equation*}
M_{\lim }(z)=\min \left[M_{f a}+\Delta M_{B}, m_{\lim }-5 \log d_{L}(z)-25-k_{m \rightarrow B}^{\max }(z)-E(z)\right] \tag{5.1}
\end{equation*}
$$

where $m_{\text {lim }}$ represents the magnitude limit from the band immediately redward of the Lyman break (see Table 5 ), $d_{L}(z)$ is the luminosity distance in megaparsecs, $k_{m \rightarrow B}^{\max }(z)$ is the maximum $k$-correction from the observed band immediately redward of the Lyman discontinuity to the restframe $B$-band, and $E(z)$ is the luminosity evolutionary
correction. Patton et al. (2002) determine the maximum $k$-correction from the $R_{C^{-}}$ to the $B$-band at $0.12 \leq z \leq 0.55$ for the empirical galaxy templates of Coleman, Wu, \& Weedman (1980). These templates may not be generally applicable to the high redshift LBGs, instead we adopt the population synthesis models of Bruzual \& Charlot (2003), which have been successful in fitting the broadband observations of LBGs at $z \sim 3$ (eg. Papovich, Dickinson, \& Ferguson 2001). While there are some variations in the stellar populations, these LBGs generally have relatively low dust content $\left(A_{V} \lesssim 1.2 \mathrm{mag}\right)$ and young stellar populations $(t \sim 200 \mathrm{Myr})$ with exponential star formation histories $\left(\Psi(t) \propto e^{-t / \tau}\right.$, where $\left.\tau \lesssim 2 \mathrm{Gyr}\right)$. Therefore, we use the $k$-corrections derived from these average stellar populations, which are $k_{m \rightarrow B}^{\text {ave }}(z) \sim-2$ mag. The luminosity evolution correction can be parameterized as $E(z)=Q z$, where $Q \simeq 1$ for $z \lesssim 1$ (eg. Lin et al. 1999; Patton et al. 2002). However the characteristic galaxy luminosity decreases for $z \gtrsim 1$ (eg. Bouwens et al. 2007), which would argue perhaps for $Q \sim-0.5$. Given the lack of any quantification of $Q$ at the redshifts which are of interest here $(z \gtrsim 3)$, we will adopt no evolutionary correct (ie. $Q=0$ ). We did investigate $Q=-0.5$, and find that our merger statistics slightly increase by a factor of $\lesssim 2$ at $z \simeq 3.8$ and a factor of $\lesssim 3$ at $z \simeq 5.9$. As will be shown below, this factor will not affect our conclusion nor could it account for the overall significant decline in the major merger fraction at $z \gtrsim 3$.

We can now identify the sample of primary galaxies which satisfy the above four criteria. However, the flux-limited surveys will systematically miss companions fainter than the completeness limits. Patton et al. (2000) demonstrate that, with an
assumed galaxy luminosity function (LF), one can correct the pair counts for these missing companions. For the $B V i^{\prime}$-band dropouts, we adopt the LFs determined by Bouwens et al. (2007), and give their Schechter function parameters in Table 6 (Schechter 1976). The selection functions for the pair fraction and luminosity in the companion galaxies are defined as:

$$
\begin{gather*}
S_{N}(z)=\frac{\int_{M_{b r}-E(z)}^{M_{\lim }(z)-E(z)} \Phi(M, z) d M}{\int_{M_{b r}-E(z)}^{M_{f a}-E(z)} \Phi(M, z) d M}  \tag{5.2}\\
S_{L}(z)=\frac{\int_{M_{b r}-E(z)}^{M_{1 \mathrm{im}}(z)-E(z)} \Phi(M, z) L(M) d M}{\int_{M_{b r}-E(z)}^{M_{f a}-E(z)} \Phi(M, z) L(M) d M}, \tag{5.3}
\end{gather*}
$$

respectively. We numerically evaluate these integrals, and generate our effectively volume-limited sample for $M_{f a}=-20.5 \mathrm{mag}$ and $M_{b r}=-25.0 \mathrm{mag}$, which are chosen match lower redshift analyses.

TABLE 6
Properties of Dropout Galaxies ${ }^{\dagger}$

| Dropout | $z$ | $M^{*}$ <br> $(\mathrm{mag})$ | $\alpha$ |
| :--- | :---: | :---: | :---: |
| $B$ | $3.8 \pm 0.3$ | $-21.06 \pm 0.10$ | $-1.76 \pm 0.05$ |
| $V$ | $5.0 \pm 0.4$ | $-20.69 \pm 0.13$ | $-1.69 \pm 0.09$ |
| $i^{\prime}$ | $5.9 \pm 0.3$ | $-20.29 \pm 0.19$ | $-1.77 \pm 0.16$ |

$\dagger$ All values are taken from Bouwens et al. (2007), and are tabulated here for completeness.

The primary and companion galaxies are individually weighted as a function of their brightnesses using these selection functions. The optimal weights for this procedure must take into account a variety of selection biases. First, we consider the boundary effects. Following Patton et al. (2002), a primary galaxy near a field edge of the survey must be given a lower weight, which we will take to be the ratio of the effective surveyed area to the circular area, as defined by the search radius $(\Delta r)$ and close-pair condition. Therefore, a primary galaxy that is a distance $\Delta b$ from an assumed survey border will be assigned the weight

$$
w_{b}=\left\{\begin{array}{l}
\frac{1}{\pi}\left[\left(\frac{\Delta b}{\Delta r}\right) \sqrt{1-\left(\frac{\Delta b}{\Delta r}\right)^{2}}-\cos ^{-1}\left(\frac{\Delta b}{\Delta r}\right)\right]+1 ; \Delta b \leq \Delta r  \tag{5.4}\\
1 ; \Delta b>\Delta r
\end{array}\right.
$$

In general, this weight will contribute very little, since ratio of selection area to the total survey area is $\sim 7.5 \times 10^{-5}$ and $\sim 1.1 \times 10^{-3}$ at $z=3.8$ for the GOODS fields and the HUDF, respectively. Finally, the optimal weights for the primary galaxies for the number fraction and the luminosity of the close pairs will be:

$$
\begin{align*}
& w_{N, 1}\left(z_{i}\right)=S_{N}\left(z_{i}\right) w_{b}  \tag{5.5}\\
& w_{L, 1}\left(z_{i}\right)=S_{L}\left(z_{i}\right) w_{b} \tag{5.6}
\end{align*}
$$

Similarly, the optimal weights for the companion galaxies will be:

$$
\begin{align*}
w_{N, 2}\left(z_{i}\right) & =\frac{1}{S_{N}\left(z_{i}\right) w_{b}}  \tag{5.7}\\
w_{L, 2}\left(z_{i}\right) & =\frac{1}{S_{L}\left(z_{i}\right) w_{b}} \tag{5.8}
\end{align*}
$$

We will discuss additional weights which account for the redshift reliability of the LBG sample in $\S$ 5.3.2. The pair statistics ( $N_{c}$ and $L_{c}$ ) are found from summations over
these optimal weights. For the $i$ th primary galaxy, we compute $N_{c, i}=\sum_{j} w_{N, 2}\left(z_{j}\right)$ and $L_{c, i}=\sum_{j} w_{L, 2}\left(z_{j}\right) L_{j}$, where each summation runs over all companion galaxies which satisfy the above four merger criteria. Then the optimally weighted pair statistics are found from weighted averages of $N_{c, i}$ and $L_{c, i}$ :

$$
\begin{align*}
N_{c} & =\frac{\sum_{i} w_{N, 1}\left(z_{i}\right) N_{c, i}}{\sum_{i} w_{N, 1}\left(z_{i}\right)}  \tag{5.9}\\
L_{c} & =\frac{\sum_{i} w_{L, 1}\left(z_{i}\right) L_{c, i}}{\sum_{i} w_{L, 1}\left(z_{i}\right)} \tag{5.10}
\end{align*}
$$

where these summations run over all the primary galaxies in the LBG catalogs. For a strictly volume-limited survey with no borders and in which all merger systems are binary pairs, $N_{c}$ is identical to the galaxy pair fraction. Since all surveys will have edge-effects and a distribution in the number of close companions, $N_{c}$ and $L_{c}$ are only directly proportional to the galaxy merger rate and the mass accretion rate (Patton et al. 2000, 2002). For the merger rate, the constant of proportionality is 0.5 for binary mergers and decreases correspondingly for higher order $n$-tuples. The mass accretion rate also requires the mass-to-light ratio as an additional conversion factor (Patton et al. 2000).

### 5.3.2. Sources of Contamination

While the dropout selection can be very effective at identifying high redshift LBGs galaxies, it will can systematically select other astronomical objects (eg. foreground elliptical galaxies or late-type Galactic stars; Yan, Windhorst, \& Cohen 2003). Therefore, it is critical to spectroscopically confirm each putative LBG, to ensure a reliable sample of high redshift galaxies. For the typical numbers and brightnesses of LBGs, this can be a daunting task, even for 10 m class telescopes with multislit
capabilities. Therefore, we can only attempt to correct our merger counts in a statistical fashion. From deep observations with the VLT in the GOODS-S field, Vanzella et al. (2006) determine that $100 \%, 90 \%$, and $93 \%$ of the $B V i^{\prime}$-band dropouts are indeed high redshift LBGs, respectively. In most cases, the interloping objects are lower redshift galaxies, where the Balmer/4000 $\AA$ break is misidentified as the Lyman break.

Like foreground elliptical galaxies, late-type Galactic stars can be mistakingly identified as high redshift LBGs. While infrared observations ( $\lambda_{\text {obs }} \gtrsim 1.0 \mu \mathrm{~m}$ ) can break this identification degeneracy, they are generally not available at our deep flux limits. Therefore without deep spectroscopy to verify the the object identification and redshift, we must again resort to a statistical correction. The most dominate source of Galactic stars comes from M-, L-, and T-dwarfs (eg. Caballero, Burgasser, \& Klement 2008). Since the scale height for the population of Galactic L- and Tdwarfs is $z_{l} \simeq 350 \mathrm{pc}$, we expect that $97 \%$ of the $i^{\prime}$-band dropouts are LBGs for $z^{\prime} \lesssim 29$ mag and not foreground Galactic stars (Ryan et al. 2005, and Chapter 6 here).

We adopt these published estimates for the reliability of the $B V i^{\prime}$-band dropout samples as additional factors in defining the optimal weights for the primary (equation 5.5) and secondary galaxies (equation 5.7). These corrections are then 1.0, 0.9, and $0.9(=0.93 \times 0.97$ for the foreground ellipticals and late-type Galactic stars) for the $B V i^{\prime}$-band dropouts, respectively.

### 5.3.3. Error Budget

As mentioned above, the redshift uncertainty for the LBGs can be $\sigma_{z} \sim 0.3$, which gives a typical uncertainty on the proper distance of $\sigma_{d_{p}} \sim 200 \mathrm{Mpc}$ at redshifts of interest. Therefore, we perform a simple Monte Carlo simulation, where the redshift of a given galaxy is drawn from a normal distribution with a mean and standard deviation given in Table 6 (column 2). With this procedure, we can empirically determine the uncertainties on the merger counts and their luminosities, which include the effects of Poisson noise and chance superpositions, while preserving the spatial imprint of any clustering or large-scale structures. In Figure 19 and Figure 20, we show the results of $10^{3}$ Monte Carlo realizations for the $B V i^{\prime}$-dropouts in the GOODSN, GOODS-S, and HUDF fields for the merger fraction $\left(N_{c}\right)$ and the fraction of luminosity in merging components $\left(L_{c}\right)$. We show a Gaussian fit to each distribution as a solid red line. Owing to the lower number counts, the distributions derived from the HUDF are poorly sampled and yield merger statistics with larger uncertainties.

The effects of cosmic variance can be easily visualized by comparing panels arranged in a given column. Somerville et al. (2004) estimate that the relative cosmic variance on the observed number counts for LBGs in the GOODS fields will be $\sigma_{V} \sim$ 0.15. Since our observed cosmic variance (ie., the shifting of the distributions in a given column of Figure 19) is consistent with their estimate for $\sigma_{V}$, we do not attempt to include any additional source of cosmic counting uncertainty.

We summarize our merger statistics for the three fields in Table 7. For each dropout type (or redshift), we compute the averages of the three fields and take


Fig. 19. Since the typical redshift uncertainty for the LBG selection is $\sigma_{z} \sim 0.3$, some galaxy pairs could be simply line-of-sight projections and corrupt the true merger signal. Therefore, we use a Monte Carlo simulation, where the redshifts of the galaxies are drawn from a normal distribution with mean and standard deviation given in Table 5. In the black histograms, we show the results of this Monte Carlo simulation the Gaussian fit in red. Owing to the small sample size, there are no $i^{\prime}$-band dropouts in the HUDF which met all four close pair criteria discussed in § 5.3.1. This figure is reproduced from Ryan et al. (2008b).


Fig. 20. Like the pair fraction, the luminosity of close companions must be computed with a similar Monte Carlo analysis. As in Figure 19, we show the Monte Carlo results as a black histogram and the Gaussian fit as a red line. These luminosities are derived from the restframe far-ultraviolet $\left(\lambda_{\text {rest }} \simeq 1500 \AA\right)$, and are used to compute the comoving luminosity (see equation 5.15) and star formation rate densities (see Table 7). This figure is reproduced from Ryan et al. (2008b).
the $1 \sigma$ minimum and maximum deviations as the lower and upper uncertainties, respectively. From Table 7, we find that the wider and shallower GOODS fields generally provide stronger constraints on the merger statistics, since we select super$L^{*}$ galaxies $\left(M_{B} \leq-20.5 \mathrm{mag}\right)$. However, the HUDF should be superior to the GOODS fields for determining the merger rate of less luminous or lower mass systems (sub- $L^{*}$ galaxies), which can dominate the total merger rate (Patton \& Atfield 2008).

TABLE 7
Dropout Merger Results

| Dropout | $N_{c}$ | $n$ <br> $\left(10^{-4} \mathrm{Mpc}^{-3}\right)$ | $\log L_{c}^{\mathrm{UV}}$ <br> $\left(\mathrm{erg} \mathrm{s}^{-1} \mathrm{~Hz}^{-1}\right)$ | $\log \rho$ <br> $\left(\mathrm{M}_{\odot} \mathrm{yr}^{-1} \mathrm{Mpc}^{-3}\right)$ |
| :--- | :---: | :---: | :---: | :---: |
| $B$ | $0.0099 \pm 0.0011$ | $0.387 \pm 0.046$ | $28.40 \pm 0.05$ | $-1.911 \pm 0.05$ |
| $V$ | $0.0047 \pm 0.0007$ | $0.128 \pm 0.021$ | $28.26 \pm 0.07$ | $-2.199 \pm 0.07$ |
| $i^{\prime}$ | $0.0016 \pm 0.0002$ | $0.041 \pm 0.007$ | $28.02 \pm 0.08$ | $-2.478 \pm 0.08$ |
| GOODS-S |  |  |  |  |
| $B$ | $0.0072 \pm 0.0012$ | $0.238 \pm 0.041$ | $28.21 \pm 0.06$ | $-2.174 \pm 0.07$ |
| $V$ | $0.0042 \pm 0.0006$ | $0.101 \pm 0.016$ | $28.33 \pm 0.07$ | $-2.192 \pm 0.08$ |
| $i^{\prime}$ | $0.0038 \pm 0.0003$ | $0.094 \pm 0.009$ | $28.57 \pm 0.04$ | $-1.937 \pm 0.05$ |
| HUDF |  |  |  |  |
| $B$ | $0.0131 \pm 0.0017$ | $0.198 \pm 0.067$ | $28.31 \pm 0.07$ | $-2.418 \pm 0.15$ |
| $V$ | $0.0057 \pm 0.0006$ | $0.133 \pm 0.034$ | $28.28 \pm 0.10$ | $-2.258 \pm 0.14$ |
| $i^{\prime}$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ |
|  | $\ldots$ | Average |  |  |
| $B$ | $0.0101_{-0.0040}^{+0.0047}$ | $0.274_{-0.149}^{+0.159}$ | $28.31_{-0.16}^{+0.14}$ | $-2.168_{-0.40}^{+0.40}$ |
| $V$ | $0.0049_{-0.0014}^{+0.0014}$ | $0.121_{-0.035}^{+0.046}$ | $28.29_{-0.12}^{+0.11}$ | $-2.216_{-0.19}^{+0.19}$ |
| $i^{\prime}$ | $0.0027_{-0.0014}^{+0.0014}$ | $0.068_{-0.034}^{+0.036}$ | $28.30_{-0.35}^{+0.31}$ | $-2.208_{-0.35}^{+0.35}$ |

$\dagger$ These values are computed as averages and min/max ranges from above three fields (see Figure 19 and Figure 20).

### 5.4. Evolution of the Galaxy Merger Rate

### 5.4.1. The Galaxy Merger Fraction

The galaxy merger rate is proportional to the ratio of the merger fraction and assumed merger timescale (eg. Patton et al. 2000). In general, the merger timescale is assumed to be constant with redshift at $\tau_{\mathrm{mg}} \sim 1 \mathrm{Gyr}$, although it may slightly depend on the adopted mass or luminosity limits (Kitzbichler \& White 2008). In order to compare to a series of observations at lower redshifts $(z \lesssim 3)$, we will only discuss the merger fraction. For our intermediate redshift merger study ( $0.5 \leq z \leq 2.5$; Ryan et al. 2008a), we selected pairs based on their stellar mass of $M_{*} \geq 10^{10} \mathrm{M}_{\odot}$ as derived from stellar population fits to the HUDF grism observations (Pirzkal et al. 2004; Ryan et al. 2007). The median stellar mass-to-light ratio for these galaxies was $\Upsilon_{*, B} \simeq 0.5 \mathrm{M}_{\odot} \mathrm{L}_{\odot}^{-1}$ (see § 4.4), which implies an absolute magnitude selection of $M_{B} \leq-20.5 \mathrm{mag}$ (for $\left.M_{B, \odot}=+5.2 \mathrm{mag}\right)$. Therefore, our merger pairs identified in this work are directly comparable to a number of lower redshift studies, which were selected based on their $B$-band luminosities. In Figure 21, we show the merger fractions from Patton et al. (1997) (open triangles), Le Fèvre et al. (2000) (open diamonds), Ryan et al. (2008a) (filled circles) and this work (open squares). As we noted in Ryan et al. (2008a), the merger fraction can only be well-represented by a power-law in $(1+z)$ for redshifts $z \lesssim 1$, and likely peaks at some redshift $\left(z_{\max }^{\text {frac }}\right)$. Therefore, we fit the observed merger fraction with the empirical model of Conselice (2006):

$$
\begin{equation*}
f(z)=a(1+z)^{b} e^{-c(1+z)} . \tag{5.11}
\end{equation*}
$$

In Figure 21, we show the best-fit model with $a=0.21 \pm 0.02, b=5.54 \pm 0.26$, and $c=$ $2.34 \pm 0.10$ with $\min \left(\chi^{2}\right) /$ d.o.f. $=7.7 / 7$ as a solid line, and show the confidence intervals in the $(b-c)$ plane as an inset. When accounting for the correlated uncertainties on $b$ and $c$, we find that this peak redshift can be reasonably well constrained: $z_{\text {max }}^{\text {frac }}=$ $(b / c)-1=1.37 \pm 0.10$.

To investigate the cumulative effect of major merging on galaxy populations, we compute the major merger remnant fraction, which is defined as the fraction of galaxies that have experienced a major merger between today and a given redshift. Following Patton et al. (2002, their equation (18)), the merger remnant fraction critically depends on the merger timescale and the functional form of the pair fraction. Therefore, in Figure 22 we show the remnant fraction for various merger timescales ranging from $\tau_{\mathrm{mg}}=0.25-1.5 \mathrm{Gyr}$, as indicated in the lower-right. In addition, we plot the remnant fraction for the traditional power-law form of the pair fraction, $f(z)=0.02 \times(1+z)^{3}$ as blue lines, and our results from Equation (5.11) as red lines. Since our derived pair fractions exponentially decline for $z \gtrsim 1$, the merger remnant fraction tends to approach a limiting value of $f_{\mathrm{rem}}^{\mathrm{lim}} \simeq 53 \%$ and $78 \%$ for $\tau_{\mathrm{mg}}=0.5 \mathrm{Gyr}$ and 0.25 Gyr , respectively.

### 5.4.2. The Galaxy Merger Number Density

In the hierarchical formation paradigm, galaxy merging plays a lead role in galaxy assembly. Therefore, the number density of galaxy mergers will be a key quantity in setting the rate or the magnitude of a variety of effects which are triggered by merging. We convert our merger fraction estimates $\left(N_{c}\right)$ into the number density


Fig. 21. We show the fraction of major mergers from Patton et al. (1997) (open triangles), Le Fèvre et al. (2000) (open diamonds), Ryan et al. (2008a) (filled circles), and this work (open squares). While the merger fraction shows the usual powerlaw increase for $z \lesssim 1$, there is clear peak at $z_{\max }^{\text {frac }}=1.37 \pm 0.10$. Therefore, we fit these observations with the empirical model given as Equation (5.11). We find the best-fit model has $a=0.21 \pm 0.02, b=5.54 \pm 0.26$, and $c=2.34 \pm 0.10$ with $\min \left(\chi^{2}\right) /$ d.o.f. $=7.7 / 7$. In the inset, we show the $68.3 \%, 95 \%$, and $99 \%$ confidence intervals in the $(b-c)$ plane, which serves to highlight the correlation between $b$ and $c$. While this fit is similar to those found by Ryan et al. (2008a) and Conselice, Rajgor, $\&$ Myers (2008), our new $z \gtrsim 3$ data points markedly decrease the uncertainty on the peak redshift. This figure is reproduced from Ryan et al. (2008b).


Fig. 22. The remnant fraction represents the fraction of galaxies which have experienced a major merger between a given redshift and today. They are computed from equation (18) of Patton et al. (2002) for the merger timescales $\left(\tau_{\mathrm{mg}}\right)$ in the lowerright, the power-law pair fraction of $f(z)=0.02 \times(1+z)^{3}$ (blue lines) and our derived pair fraction Equation (5.11) (red lines). Since the power-law pair fraction increases ad infinitum with redshift, every galaxy will eventually experience a major merger. However, our derived pair fraction exponentially declines for $z \gtrsim 1$, which implies that some fraction of galaxies, $\left(1-f_{\text {rem }}^{\text {lim }}\right)$ have never undergone a major merger in the Hubble time. This figure is reproduced from Ryan et al. (2008b).
of merging systems by:

$$
\begin{equation*}
n_{m g}=N_{c} \frac{N_{\mathrm{LBGs}}\left(M<M_{\mathrm{lim}}\right)}{\int d V(z)} \tag{5.12}
\end{equation*}
$$

where $N_{\text {LBGs }}\left(M<M_{\lim }\right)$ is the number of LBGs that meet our absolute magnitude criterion and $d V(z)$ is the cosmological volume element. Since this criterion will only select galaxies brighter than our flux limit transformed into an absolute magnitude limit (see Equation 5.1), the incompleteness at the faint-end can be minimized. In Figure 23, we show the number density of mergers for the same four surveys as in Figure 21. We propose a new empirical fitting function for the number density, which is similar to the luminosity-dependent density evolutionary model (LDDE) for $X$-ray selected AGN (eg. Ueda et al. 2003; Hasinger, Miyaji, \& Schmidt 2005):

$$
\begin{equation*}
n(z)=n_{0} \frac{(1+\epsilon)(1+z)^{\alpha}}{1+\epsilon(1+z)^{\beta}} \tag{5.13}
\end{equation*}
$$

We show the best-fit model as a dashed line with $n_{0}=(7.88 \pm 3.21) \times 10^{-6} \mathrm{Mpc}^{-3}$, $\epsilon=(1.17 \pm 1.11) \times 10^{-3}, \alpha=6.83 \pm 1.41$, and $\beta=10.4 \pm 1.1$ with $\min \left(\chi^{2}\right) /$ d.o.f. $=11.5 / 6$. We must stress, this functional form is purely empirical, and is only motivated by the observed power-law forms at $z \lesssim 0.5$ and $z \gtrsim 2$. Like the Conselice (2006) model for the merger fraction, our form for the number density has peak at a redshift, which is given by

$$
\begin{equation*}
z_{\max }^{\mathrm{dens}}=\left[\frac{\alpha}{\epsilon(\beta-\alpha)}\right]^{1 / \beta}-1 \tag{5.14}
\end{equation*}
$$

For our observations in Figure 23, we find $z_{\max }^{\text {dens }}=1.04 \pm 0.10$. Our proposed functional form has the attractive property that for $\epsilon \rightarrow 0$ we recover a pure power-law increase with slope $\alpha$, while for $\epsilon \rightarrow \infty$ there is a sharp power-law decrease with slope $(\alpha-\beta)$. Since $\alpha$ and $\beta$ are essentially determined by the observed slopes, $\epsilon$ is a measure of
the degree to which the data require the two-component power-law. We note that for fixed power-law slopes, the peak redshift is entirely set by $\epsilon$.

The Patton et al. (2000) method optimally weights primary and companion galaxies as a function of their brightnesses to correct the merger counts for flux incompleteness. Therefore, we do not expect to significantly underestimate our merger fractions or densities at $z \gtrsim 3$. However, there are two additional points worth mentioning: (1) If the galaxy merger triggers a substantial starburst, then we may expect that the galaxy pairs to have higher surface brightnesses than field galaxies at the same redshift. Therefore, such galaxy pairs will be proportionally easier to detect and may be less affected by flux incompleteness; (2) Since the merger fraction is essentially the ratio of two quantities, any multiplicative completeness correction which affects the merging and non-merging galaxies equally, will not have any effect on our results.

### 5.4.3. Star Formation Rate Densities

The greatest strength of the Patton et al. (2000) selection algorithm is the ability to correct the flux-limited merger counts. In addition to the merger counts, this method also determines the mean luminosity in close-companions. By computing this luminosity at $\lambda_{\text {rest }} \simeq 1500 \AA$ (which we denote as $L_{c}^{\mathrm{UV}}$ ), we are able to determine the contribution of major mergers to the cosmic star formation rate density at $z \gtrsim 3$. The luminosity density is

$$
\begin{equation*}
\mathcal{L}(z)=L_{c}^{\mathrm{UV}} \frac{N_{\mathrm{LBGs}}\left(M<M_{\mathrm{lim}}\right)}{\int d V(z)} \tag{5.15}
\end{equation*}
$$



Fig. 23. The data points represent the same surveys shown Figure 21. While the exponentially-decaying power-law was an appropriate fit for the merger fraction, it requires a model of the evolution of the galaxy number density. To avoid this assumption, we propose a different empirically motivated fitting-function of a twocomponent power-law in $(1+z)$, see Equation (5.13). While this function was inspired by the LDDE model for $X$-ray selected AGN (Ueda et al. 2003), it is only motivated by the deep observations, not necessarily by any physical insight. The best-fit to these data points gives $\min \left(\chi^{2}\right) /$ d.o.f. $=11.5 / 6$ for $n_{0}=(7.88 \pm 3.21) \times 10^{-6} \mathrm{Mpc}^{-3}$, $\alpha=6.83 \pm 1.41, \epsilon=(1.17 \pm 1.11) \times 10^{-3}$, and $\beta=10.4 \pm 1.1$, which gives a peak redshift of $z_{\max }^{\operatorname{dens}}=1.04 \pm 0.10$. This figure is reproduced from Ryan et al. (2008b).
where $L_{c}^{\mathrm{UV}}$ is the mean UV luminosity of the close companions in the units of $\mathrm{erg} \mathrm{s}^{-1} \mathrm{~Hz}^{-1}$. Finally, the dust-uncorrected star formation rate density, $\rho(z)$, in the units of $\mathrm{M}_{\odot} \mathrm{yr}^{-1} \mathrm{Mpc}^{-3}$ is $\rho(z)=1.25 \times 10^{-28} \mathcal{L}(z)$ (Bouwens et al. 2007), which we give in Table 7. Since determining the extinction for a given galaxy requires many multiwavelength observations (eg. Meurer et al. 1997), we can only apply crude extinction corrections to the star formation rates. Following Bouwens et al. (2007), the dust-corrected star formation rates for the $B V i^{\prime}$-band dropouts are generally a factor of 2.7, 2.0, and 1.5 times higher than the uncorrected rates, respectively. However, high resolution observations at longer wavelengths can confirm these corrections, which will be a major focus for the James Webb Space Telescope (JWST).

### 5.5. Discussion

Since its inception, the dropout technique has been employed by a number of authors to select and study high redshift galaxies in detail. Yan \& Windhorst (2004b) identified $108 i^{\prime}$-band dropouts in the HUDF, and they noted that only nine of these sources appear to be in multiple systems separated by $\Delta r \lesssim 8 \mathrm{kpc}$. Since the multiple components in a given system have roughly comparable brightnesses, they are likely major mergers. However these particular systems were not identified in this work, since they are individually fainter than our absolute magnitude limits. Similarly, Rhoads et al. (2005) suggest that the linear morphology of the object, UDF 5225 , at $z \approx 5.4$ may be caused by a recent galaxy merger. While the image asymmetry corroborates this argument, the ambiguity in selecting the centroid for the asymmetry algorithm leaves some room for debate. While these case-studies suggest a relatively
high merger fraction at $z \simeq 6$, roughly $50 \%$ of the $B V i^{\prime}$-band dropouts in the HUDF are isolated and compact sources (Hathi et al. 2008a; Hathi, Malhotra, \& Rhoads 2008b), indeed implying a relatively low merger fraction for luminous LBGs.

As discussed in $\S 5.1$, the duty cycle of merging followed by starburst followed by AGN provides a formation paradigm for most massive galaxies (Hopkins et al. 2006). Its most attractive feature is that it provides a triggering mechanism for the AGN, whose feedback is essential in terminating the merger-driven starburst, and may ultimately cause the galaxy downsizing. Whether this negative feedback comes in the form of energetic outflows (Scannapieco, Silk, \& Bouwens 2005) or the energy deposition of hard $X$-rays (Daddi et al. 2007), it seems essential in the formation of massive galaxies. Therefore, we expect to observe an increased star-formation rate for close pair galaxies when compared to field galaxies. Based on their restframe UV luminosities, we find that the star-formation rate density of close pairs at $z=3.8 \pm 0.3$, $5.0 \pm 0.4$, and $5.9 \pm 0.3$ is $34 \%, 67 \%$, and $97 \%$ of the totals found by Bouwens et al. (2007) for our absolute magnitude limits, respectively. These relatively high fractions suggest that the star formation rate is significantly enhanced for close pairs, as may be expected for a merger-driven starburst and is qualitatively consistent with observations at $z \sim 0$ (eg. Ellison et al. 2008).

This merger-induced AGN model is complicated by somewhat conflicting observations. Some quasar (QSO) host galaxies have unmistakable merger features (Bahcall et al. 1997), disturbed morphologies (Urrutia, Lacy, \& Becker 2008), or shell structures (Canalizo et al. 2007). Conversely, AGN with modest $X$-ray lumi-
nosities at $z \lesssim 1.3$ generally do not show enhanced image asymmetries or increased close-pair counts, but rather have generally high central concentrations (Grogin et al. 2005). Furthermore, Silverman et al. (2008) find highest fraction of luminous galaxies $\left(M_{V}<-20.7 \mathrm{mag}\right)$ which harbor AGN are blue $((U-V)<0.7 \mathrm{mag})$, bulge-dominated (Sérsic index of $n>2.5$ ) systems at $0.4 \leq z \leq 1.1$. This argues for AGN that are significantly bulge-dominated and without a merger origin. No matter what the connection between galaxy mergers and AGN may be, our merger number density can offer some independent, but still circumstantial evidence. If a major merger of two massive galaxies is the dominant mechanism to trigger a QSO or luminous AGN, then these two populations should have similar densities with redshift. Indeed their functional forms are similar, however the galaxy mergers peak at a somewhat higher redshift. The redshift offset of $\Delta z \sim 0.3$ between the major merger and AGN space densities corresponds to a cosmic time difference of $\Delta t \sim 2$ Gyr, which suggests that luminous AGN activity is maximized $\sim 2$ Gyr after a major merger (eg. Ryan et al. 2008a). This time delay is consistent with the hydrodynamical and semi-analytic models of Springel, Di Matteo, \& Hernquist (2005a), where $\sim 1-2$ Gyr is required to expel the circumnuclear dust and observe the merger remnant as a QSO or AGN. Moreover, this delay is seen in the stellar population ages of many classical QSOs, which often show traces of major star formation episodes $\sim 1-2$ Gyr in their past (Canalizo et al. 2006).

Since our derived merger fraction clearly peaks at $f\left(z_{\max }^{f r a c}\right) \simeq 10 \%$, the fraction of galaxies which have experienced a major merger within the Hubble time (the
remnant fraction) is roughly $f_{\mathrm{rem}}^{\mathrm{lim}} \sim 53 \%$ (for a merger timescale of $\tau_{\mathrm{mg}}=0.5 \mathrm{Gyr}$ ). Therefore, a non-negligible fraction of local galaxies, $\left(1-f_{\text {rem }}^{\text {lim }}\right) \sim 47 \%$, may not have undergone a major merger, however this does not exclude the possibility of a series of minor mergers. These galaxies would most likely have formed in a "monolithic" collapse (Eggen, Lynden-Bell, \& Sandage 1962) followed by secular evolution with possible minor infall, where the majority of their mass must have been assembled at early epochs. We speculate that such systems may be progenitors of some local elliptical galaxies, which often exhibit properties pointing to a monolithic formation, such as their short star formation timescales (eg. Papovich et al. 2006), the small scatter in color-magnitude diagrams (eg. Bower, Lucey, \& Ellis 1992), or structural properties of the fundamental plane (eg. Bender, Burstein, \& Faber 1992). This conjecture may be supported by the existence of massive and evolved galaxies at very high redshifts (eg. Eyles et al. 2005; Mobasher et al. 2005; Wiklind et al. 2008).

## CHAPTER 6

The Distribution of L- \& T-Dwarfs in the Galaxy

### 6.1. Introduction

The method of counting stars to infer the shape and size of the Galaxy is as old as astronomy itself. Earliest efforts using this technique were flawed as they often relied on insufficient data, or incorrect assumptions (eg. Herschel 1785; Kapteyn 1922). Aided by advanced technology, Bahcall \& Soneira (B\&S; 1980, 1981) demonstrated that the true power of star counts is realized when they are compared to simulations of the fundamental equation of stellar statistics (von Seeliger 1898). The B\&S method relies heavily on the assumed stellar luminosity functions and density distributions, and has been a standard method for many subsequent studies.

The Galaxy is traditionally characterized by having a Population I disk and a Population II spheroid. In a series of studies of the Galactic exponential disk, Gilmore \& Reid (1983) and Gilmore (1984) established the need for a thick and thin disk, whose scale heights are inversely proportional to the masses of the studied stars (see Table 1 in Siegel et al. 2002). The standard description of the Galactic halo is a de Vaucouleurs or power-law profile, while a Besançon flattened spheroid with $c / a \approx 0.5-0.8$ (Bahcall \& Soneira 1984; Robin, Reylé, \& Crézé 2000; Larsen \& Humphreys 2003; Robin et al. 2003) represents the currently favored shape. Thorough discussions of star counts and their relevance to Galactic structure are given in the Annual Reviews by Bahcall (1986), Gilmore, Wyse, \& Kuijken (1989), and Majewski (1993).

Many of the Galactic models and the majority of the literature examine only relatively luminous dwarf and/or giant stars, and rarely address sub-stellar objects.

The discovery of the first extra-solar, sub-stellar object, Gliese 229B (Nakajima et al. 1995; Oppenheimer et al. 1995) motivated the creation of the L and T spectral classes. With surface temperatures ranging from 750-2200 K (Burgasser 1999), the L- \& T-dwarfs can contaminate searches for $i^{\prime}$-band dropout objects at $z \simeq 6$ by mimicking the extremely red broadband colors (Yan \& Windhorst 2004b; Caballero, Burgasser, \& Klement 2008). This effect has remained largely unquantified due to insufficient knowledge of the L- \& T-dwarf IMF, Galactic distribution, and their local number density. Previous work on their IMF and local number density (Reid et al. 1999; Chabrier 2001, 2002; Liu et al. 2002) has suffered from limited statistics. With the deep imaging of 15 Hubble Space Telescope (HST) Advanced Camera for Surveys (ACS) parallel fields, the current study increases the number of faint dwarfs by adding 28 new such candidates to the growing list. Little work has been done on the vertical scale height of L- \& T-dwarfs - Liu et al. (2002) and Pirzkal et al. (2005) estimated $100-400 \mathrm{pc}$ as based on a single object or a 3-4 objects in a single field. Therefore, the primary goal of this Chapter is to more accurately estimate the scale height of the L- \& T-dwarf population by comparing the surface densities from the ACS parallel fields to the Galactic structure models.

This Chapter is organized as follows: in § 6.2 we describe the HST/ACS parallel observations, in § 6.3 we construct our Monte Carlo model of the Milky Way, in § 6.4 we analyze our models, in § 6.5 we outline several sources of contamination to our L- \& T-dwarf counts, and $\S 6.6$ we discuss our results in the context of photometric
surveys for high redshift $(z \simeq 6)$ galaxies. We adopt the AB magnitude system throughout (Oke \& Gunn 1983).

### 6.2. Observations

The L- \& T-dwarf candidates were selected from 15 HST/ACS parallel fields, covering a broad range in Galactic latitudes and longitudes (see Table 8). All ACS fields have at least three independent exposures in F775W (SDSS- $i^{\prime}$ ) and F850LP (SDSS- $z^{\prime}$ ) with a total exposure time of $2-10 \mathrm{ks}$ per bandpass. All fields are $\gtrsim 90 \%$ complete at $z^{\prime} \simeq 26.0 \mathrm{mag}$ (Yan \& Windhorst 2004a).

After combining the individual ACS frames into final stacks using the PyRAFbased script multidrizzle (Koekemoer et al. 2002), the SExtractor package (Bertin \& Arnouts 1996) was used in double-input mode to perform the matched-aperture photometry. The F850LP stack was used to define the optimal apertures for the flux measurements in both stacks. For source detection, we used a $5 \times 5$ Gaussian smoothing kernel with a FWHM of 2.0 pixels, which has approximately the same width as the FWHM of the ACS point-spread function (PSF) on both image stacks. We used total magnitudes (corresponding to the MAG_AUTO option in SExtractor) for the photometry, and adopted the zero points published in HST ACS Instrument Science Report (De Marchi et al. 2004).

As a cursory selection of the L- \& T-dwarfs, all objects with $\left(i^{\prime}-z^{\prime}\right)>1.3 \mathrm{mag}$ and $z^{\prime}<26.0$ mag were considered. Figure 24 is the color-magnitude diagram for all point sources detected in all 15 fields. Dashed lines indicate the imposed colormagnitude limits, and the large filled stars represent the candidate L- \& T-dwarfs.

For the five fields for which the F475W (SDSS- $g^{\prime}$ ) band was available, we required candidates to also have $\left(g^{\prime}-i^{\prime}\right)>0$ mag. Objects near the detector edges were not considered, yielding an effective area of $\sim 9 \operatorname{arcmin}^{2}$ per ACS field. Extended objects were eliminated from the analysis by using the FWHM parameter of SExtractor. In Figure 25, we plot the FWHM as a function of apparent magnitude for each object in Field 1 as small dots. The locus of points at FWHM $\sim 0^{\prime \prime} 13$ and $z^{\prime}<26$ mag (hereafter the "stellar locus") are the unresolved objects with the minimum possible FWHM and are represented as asterisks in Figure 25. In addition to the above color-magnitude criterion, we required all L- \& T-dwarf candidates to lie within this locus. Sources of contamination to these criteria are discussed in §6.5.


Fig. 24. The small dots represent all objects that met the stellar morphology classification. The solid stars mark the $28 \mathrm{~L}-\& \mathrm{~T}$-dwarf candidates, and the dashed lines represent the imposed color-magnitude limits. Many point sources associated with diffraction spikes, field edges, and spurious detections - ie., objects smaller than the PSF, likely residual cosmic rays - brighter than $z^{\prime}=26 \mathrm{mag}$ were manually removed. The similar points fainter than $z^{\prime}=26$ mag were not removed from this figure, since the entire sample is incomplete for $z^{\prime} \gtrsim 26$ mag. The sample of stellar candidates, becomes incomplete for $z^{\prime} \geq 25 \mathrm{mag}$. This figure is reproduced from Ryan et al. (2005).


Fig. 25. The small dots represent all sources in field 1, while the asterisks mark objects which are point sources in the HST/ACS imaging, which define the "stellar locus." The large filled stars represent those point sources that meet the color criterion of $\left(i^{\prime}-z^{\prime}\right)>1.3 \mathrm{mag}$ and are taken to be L- \& T-dwarfs. This figure is reproduced from Ryan et al. (2005).

TABLE 8
L- \& T-Dwarf Number Counts

| Field <br> No. | $l^{\mathrm{II}}$ <br> $(\mathrm{deg})$ | $b^{\mathrm{II}}$ <br> $(\mathrm{deg})$ | Number <br> $\left(\right.$ per $\left.9 \operatorname{arcmin}^{2}\right)$ |
| :---: | :---: | :---: | :---: |
| 1 | 115.018 | +46.681 | 2 |
| 2 | 164.056 | -75.750 | 1 |
| 3 | 169.188 | -59.664 | 0 |
| 4 | 279.934 | -19.990 | 3 |
| 5 | 165.876 | +36.396 | 0 |
| 6 | 280.782 | +68.293 | 0 |
| 7 | 113.107 | +28.548 | 2 |
| 8 | 293.996 | -41.466 | 0 |
| 9 | 316.829 | -40.490 | 1 |
| 10 | 105.103 | +7.075 | 11 |
| 11 | 298.138 | -13.885 | 6 |
| 12 | 92.666 | +46.378 | 1 |
| 13 | 70.106 | +62.876 | 0 |
| 14 | 251.327 | -41.444 | 0 |
| 15 | 216.142 | +54.561 | 1 |

Typically Galactic structure studies examine the star counts from one or many shallow fields with large surveyed areas (eg. Siegel et al. 2002; Larsen \& Humphreys 2003). Thus the data of the 2MASS (Burgasser 1999; Kirkpatrick et al. 1999), DENIS (Delfosse 1999), and/or SDSS (Strauss et al. 1999; Tsvetanov et al. 2000; Hawley et al. 2002) are natural choices to study the Galactic distribution of the L- \& T-dwarfs. These surveys have significantly more detection area than our HST dataset, and their L- \& T-dwarfs are typically closer to the Sun than $\sim 300 \mathrm{pc}$ or $\sim 1$ disk scale height. Therefore, to avoid extrapolating the vertical scale height beyond this distance, we chiefly analyzed the HST dataset, where all sample stars are likely more distant than about one $e$-folding length.

### 6.3. The Simple Galactic Model

The Galactic structure models were made by distributing $10^{10}$ points according to an exponential disk that was motivated by the light profiles of edge-on galaxies (de Grijs, Peletier, \& van der Kruit 1997):

$$
\begin{equation*}
n(r, \theta, z)=n_{0} \exp \left(\frac{R_{0}-r}{r_{l}}\right) \exp \left(\frac{Z_{0}-z}{z_{h}}\right) \tag{6.1}
\end{equation*}
$$

where $r_{l}=2100 \mathrm{pc}$ is the radial scale length found by Porcel et al (1998), $n_{0}=0.12 \mathrm{pc}^{-3}$ is the local space density L- \& T-dwarfs taken from Chabrier (2002), and $R_{0}=8 \mathrm{kpc}$ and $Z_{0}=15 \mathrm{pc}($ Yamagata \& Yoshii 1992) are the solar orbital radius and height above the disk, respectively. The vertical scale height $\left(z_{h}\right)$ is the free parameter and was found by minimizing the squared difference between the number counts from the model and the HST data. Altering the assumed coordinates of the Sun, and the radial scale length have little effect on the vertical scale height estimate. To generate
absolute magnitudes, we adopted the $J$-band luminosity function of Cruz et al. (2003) and the $\left(z^{\prime}-J\right)$ colors of Hawley et al. (2002) over the appropriate range of spectral type.

The effects of interstellar extinction were included into the model using the COBE dust maps of Schlegel et al. (1998) in two ways. First, we assumed that each point was located beyond the dust, establishing a lower bound on the model counts. Alternatively, an upper bound is reached by assuming that the Galaxy has no dust whatsoever. Since an overwhelming majority of the dust is localized to $\left|b^{I I}\right| \lesssim 15^{\circ}$ (see Figure 26) and only two of our observed ACS fields are in this range, either approach yielded the same result within the uncertainties. Therefore we adopted the third method for simplicity. Figure 26 is a representative realization the model with a scale height of 350 pc , where the locations of the 15 observed ACS fields are indicated with plus signs.

The canonical disk/spheroid Galaxy likely has additional components (Bahcall 1986). However, the models used here did not contain any contribution from the Galactic bulge or a two-component disk (Gilmore \& Reid 1983; Gilmore 1984) for the following reasons. First, a bulge distribution was not modeled since its radius is $\sim 1-2 \mathrm{kpc}$ or $\sim 7^{\circ}-14^{\circ}$ as observed from Earth, and every field is more distant than $14^{\circ}$ of the Galactic center. Hence, we do not require a bulge component in the model. Second, this sample contains only 28 L- \& T-dwarfs, which are likely only $\sim 1 \mathrm{kpc}$ from the Sun, given their observed brightnesses and typical luminosities. Since the thick disk has a scale height of $\gtrsim 1 \mathrm{kpc}$, we expect the star counts to be dominated


Fig. 26. The over-plotted plusses with numbers represent the observed HST/ACS fields in Table 8. The effects of the Schlegel et al. (1998) dust maps are readily apparent, when comparing the upper (no extinction) and lower (extinction) panels. This realization has a vertical scale height of $z_{h}=350 \mathrm{pc}$. This figure is reproduced from Ryan et al. (2005).
by a single disk population. Moreover, with only 28 L- \& T-dwarf candidates, the models and analyses must remain simple and straightforward.

### 6.4. Analysis

Despite this work utilizing the largest dataset of L- \& T-dwarfs compiled from HST observations, the resulting star counts remain low and require a simple analysis scheme. Using the grid of Monte Carlo models described in $\S 6.3$, we found the scale height value that minimizes the squared difference between the integrated star counts of the model and those from the HST/ACS dataset. For the fields where no L- \& Tdwarf candidates were found, we assumed that an upper limit of one object (per field) could have been detected. We perform this minimization technique simultaneously on all 15 fields. This procedure yielded a vertical scale height of $350 \pm 50 \mathrm{pc}$. In the upper panel of Figure 27, we plot the modeled surface density averaged over Galactic longitude as a function of Galactic latitude for a scale height of 350 pc . The HST star counts from Table 8 are indicated for direct comparison. The residuals in the lower panel clearly demonstrate that the model with a scale height of 350 pc reproduces the HST star counts for $\left|b^{I I}\right| \geq 15^{\circ}$, where dust extinction is minimal.

### 6.5. Sources of Contamination

While all L- \& T-dwarf candidates were systematically found by color and FWHM criteria, each was visually confirmed as a point source. However, the colormagnitude rules outlined in $\S 6.2$ potentially find three classes of contaminates:
(1) The primary motivation of this study is to reliably correct the $i^{\prime}$-band dropout galaxy surveys for interloping L- \& T-dwarfs (Yan et al. 2002; Yan, Wind-


Fig. 27. Top panel: model surface density as a function of Galactic latitude. Here we have averaged over all longitudes with a $2.5 \sigma$-clipping to better handle the sparse statistics at high latitudes. The dotted and full drawn lines indicate models with and without extinction corrections, respectively. The data from the 15 ACS parallel fields are plotted for comparison as filled circles, and as downward arrows an upper limit when either zero or one object was detected. Bottom panel: the residuals from the upper panel as a function of Galactic latitude. Clearly the data where the dust corrections are large (ie. $\left|b^{I I}\right| \lesssim 15^{\circ}$ ) are the most deviant. The model used in both panels has a vertical scale height of 350 pc . The two fields outlying fields at $\left|b^{\mathrm{II}}\right| \lesssim 15^{\circ}$ are discussed in § 6.5. This figure is reproduced from Ryan et al. (2005).
horst, \& Cohen 2003; Yan \& Windhorst 2004a,b). Since our method is similar to the $i^{\prime}$-band dropout technique, we expect possible contamination to the L- \& T-dwarf star counts from the $z \simeq 6$ galaxies. In a recent study of the Hubble Ultra-Deep Field (HUDF), Yan \& Windhorst (2004b) find $108 i^{\prime}$-band dropouts to $i^{\prime} \sim 29 \mathrm{mag}$ using the $\left(i^{\prime}-z^{\prime}\right)>1.3$ mag color selection. Their sample has a median $z^{\prime}$-band magnitude of 28.5 mag , and contains only three objects brighter than our limit of $z^{\prime}=26.0 \mathrm{mag}$. Each of these three objects is considerably extended and could not be mistaken for a point-source. Since the majority of unresolved $z \simeq 6$ galaxies will be $\sim 2.5 \mathrm{mag}$ fainter, we conclude their contamination to our L- \& T-dwarf sample must be negligible.
(2) Another known source of possible contaminates comes from dusty, elliptical galaxies with redshifts $1.0 \leq z \leq 1.5$, whose $4000 \AA$ break occurs between the $i^{\prime}$ and $z^{\prime}$ bands (Yan, Windhorst, \& Cohen 2003). With a typical color of $\left(i^{\prime}-z^{\prime}\right) \sim 1.0 \mathrm{mag}$, many of these objects would appear too blue in the absence of extreme internal reddening. Moreover the visual identification confirms that only point-like objects populate the "stellar locus" in the lower left of Figure 25. Hence, extended elliptical galaxies at $z \simeq 1$ could not grossly corrupt our sample.
(3) In addition to the above extragalactic sources, we anticipated contamination from galactic M-dwarfs for two different reasons. First, the color criterion of $\left(i^{\prime}-z^{\prime}\right)>1.3$ mag was primarily motivated by the $z \simeq 6$ galaxy surveys, and is $\sim 0.5 \mathrm{mag}$ too blue (Hawley et al. 2002) to have included only L- \& T-dwarfs. When we repeated the above analysis for $\left(i^{\prime}-z^{\prime}\right) \geq 1.8 \mathrm{mag}$ (Hawley et al. 2002) the star counts were reduced by $\sim 50 \%$, and the inferred vertical scale height was $300 \pm 100 \mathrm{pc}$.

While there is a significant contribution from late M-dwarfs, the vertical scale height was unaffected by the 0.5 mag difference in the color selection. Second, an appreciably reddened M-dwarf could have an $\left(i^{\prime}-z^{\prime}\right)$ color of an unreddened L- or T-dwarf. This scenario requires considerable reddening, but only the two fields with $\left|b^{\mathrm{II}}\right| \lesssim 15^{\circ}$ have $E\left(i^{\prime}-z^{\prime}\right) \gtrsim 0.1$ mag. This effect could explain why these fields lie more than $1 \sigma$ above the best-fit line in Figure 27, although we cannot be certain without more broadband filters and/or spectroscopy. We investigated the contribution from this effect by removing the two low-latitude fields and repeated the analysis. While this procedure reduced the observed star counts by $\sim 50 \%$, it resulted in a vertical scale height of $360 \pm 180 \mathrm{pc}$. Without further observations, it is difficult to definitively remove highly reddened M-dwarfs. However their contribution should not grossly affect our main goal.

### 6.6. Discussion

Using a suite of Monte Carlo simulations and 15 HST/ACS parallel fields, we find a vertical scale height of $350 \pm 50 \mathrm{pc}$ for the L- \& T-dwarf population based on 28 faint candidates. This estimated scale height is consistent with the known trend of increasing scale height with decreasing stellar mass, independent of reddening, color selections, and other Galactic parameters. Futhermore, our scale height measurement is consistent with the published results of Liu et al. (2002); Pirzkal et al. (2005). Using our value of the scale height, and the parameters and model discussed in § 6.3, we predict a total of $\sim 10^{11}$ L- \& T-dwarfs and a total L- \& T-dwarf mass of $\lesssim 10^{9} \mathrm{M}_{\odot}$ in the Milky Way.

This improved understanding of the L- \& T-dwarf Galactic distribution will aide high-redshift surveys in better estimating the contamination of L- \& T-dwarfs in such samples. In the recent HUDF pointed at $(\alpha, \delta)=\left(3^{\mathrm{h}} 32^{\mathrm{m}} 39.0,-27^{\circ} 47^{\prime} 29^{\prime \prime} 1\right)$ with a depth of $z^{\prime} \sim 29.5 \mathrm{mag}$, we predict $\gtrsim 2$ L- \& T-dwarfs in its $\sim 11 \operatorname{arcmin}^{2}$ field of view, which has been confirmed by Pirzkal et al. (2005), who have spectroscopically identified three L- \& T-dwarfs. We confirm that Galactic L- \& T-dwarfs cannot significantly corrupt the $z \simeq 6$ surveys in high-latitude fields (the HUDF for example). However low-latitude fields will find a modest number of interloping L- \& T-dwarfs. With only 28 candidates from 15 fields, our statistics remain sparse, and ideally require further observations.

## CHAPTER 7

Conclusions

### 7.1. Summary

Using the deep, multiwavelength imaging and spectroscopic data in the HUDF and two GOODS fields, I have investigated primarily two topics in galaxy evolution:
(1) I derive a catalog of spectro-photometric redshifts from the combination of grism spectra with broadband imaging (Chapter 2). From this catalog, I construct the $B$-band galaxy luminosity function and probe nearly $\sim 2$ mag deeper than previous studies at the same redshift (Chapter 3). Therefore, I am able measure the faint-end slope in a redshift range, where it is customary to assume a faint-end slope of $\alpha \approx-1.3$ (eg. Willmer et al. 2006). By comparing to a suite of comparable measurements for $z \lesssim 6$, I find evidence that the faint-end slope steepens with redshift according to $\alpha(z) \simeq-1.12-0.12 z$, which suggests that there are proportionally more dwarf galaxies in the faint-end of the LF at high redshift.
(2) I compute the fraction and number density for massive paired galaxies (Chapter 4) and luminous galaxies (Chapter 5) at $z \lesssim 6$, which is a generally accepted proxy for major mergers. The number density of major merger can be suitably fit by an empirically derived function which is similar in form to the LDDE model for $X$-ray selected QSOs (eg. Ueda et al. 2003). While the redshift evolution of major mergers and QSOs is qualitatively similar, the density of major mergers peaks at $z_{\text {max }}^{\text {dens }}=1.04 \pm 0.10$, which is $\sim 2 \mathrm{Gyr}$ earlier in cosmic than the QSOs. This would suggest that if a major merger can trigger the feeding of a SMBH and a visible QSO, then it may take up to $\sim 2$ Gyr to efficiently fuel the SMBH so that it is observable in the $X$-rays. Furthermore, since the fraction of major mergers peaks at some redshift
( $z_{\max }^{\mathrm{frac}}=1.37 \pm 0.10$ ), only $f_{\mathrm{rem}}^{\mathrm{lim}} \sim 53 \%$ of massive galaxies will have undergone a merger in the history of the Universe. This suggests that $\left(1-f_{\mathrm{rem}}^{\mathrm{lim}}\right) \sim 47 \%$ of galaxies form monolithically or without major mergers, although this does not exclude a series of minor mergers and/or steady gas infall.

### 7.2. Current Work

In the galaxy formation duty cycle, two or more galaxies merge and trigger a starburst in the remaining system(s). This star-formation continues for $\sim 1-2 \mathrm{Gyr}$ until the negative feedback from an actively accreting supermassive blackhole terminates the current star-formation. Therefore, we may expect the host galaxies of AGN to systematically contain a stellar population of $\sim 1-2$ Gyr in age. To investigate this possibility, I am in the process of a stellar population study of $\gtrsim 60$ bright, well-resolved galaxies in the HUDF. In particular, I will be fitting the broadband photometry in the $B V i^{\prime} z^{\prime} J H$-bands on a pixel-to-pixel basis in each galaxy.

In Figure 28, I show the stellar populations for an elliptical galaxy at $z=0.62$ which is a known $X$-ray source (Rosati et al. 2002) as a preliminary result. The extremely large reduced $\chi^{2}$ values in the nucleus of the galaxy (upper-right panel of Figure 28) suggests that the simple stellar populations are a poor model of the optical and near-infrared fluxes. Since this galaxy is a bright $X$-ray source, I assert that these $\chi^{2}$ values are indicative of an active galactic nucleus. Furthermore, the distribution of ages is strongly bimodal (note: the ages of $\lesssim 10^{7} \mathrm{Gyr}$ are associated with the neighboring galaxy to the East). The pixels best-modeled with an age of $10^{10} \mathrm{Gyr}$ are predominately located in the nucleus of the galaxy, which for the reasons described
above are likely unreliable. Therefore, the majority of the pixels in this galaxy are $\sim 10^{9}$ Gyr old, which is consistent with the ages of many classical QSO hosts (eg. Canalizo et al. 2006) and the merger-driven, AGN-fueling model (eg. Springel, Di Matteo, \& Hernquist 2005a,b; Hopkins et al. 2006). In a coming work, I will extend this analysis to many other galaxies in the HUDF to investigate a number of similar issues.

### 7.3. Future Work

The Early Release Science (ERS) survey with the Wide Field Camera 3 will add three ultraviolet (F225W, F275W, F336W) and three infrared (F098M, F125W, F160W) bandpasses with significantly higher sensitivities over a $5 \times 10 \operatorname{arcmin}^{2}$ strip of GOODS-South (see Figure 1 for rough layout). These additional wavelengths will greatly improve the wavelength range of an already rich dataset.

While $U$-band observations were possible with the Wide Field Planetary Camera 2 (WFPC2), its field-of-view and sensitivity made deep observations very costly. With a nearly 30 -fold increase in discovery efficiency, the ultraviolet observations for the ERS with WFC3 will be essentially a new probe of faint galaxies. The three planned ultraviolet filters will provide a means of identifying LBGs at $z \sim 1.7,2.3$, and 2.8 from F225W, F275W, and F336W-dropouts, respectively. These LBGs will populate part of the redshift desert, a redshift range where no familiar spectral features can be observed by ground-based facilities. In addition to improving the photometric redshift catalogs, these LBGs can be used to further many of the topics studied in this dissertation.


Fig. 28. A representative example of the pixel-to-pixel stellar population modeling, shown as a preliminary result. This elliptical galaxy at $z=0.62$ was identified as an $X$-ray source in the 1 Ms Chandra observation (Rosati et al. 2002). The stellar populations are determined by a least-squares fit between the Bruzual \& Charlot (2003) models and the $B V i^{\prime} z^{\prime} J H$-band photometry from ACS and NICMOS. In a clockwise fashion starting in the upper left, I show the HUDF $i^{\prime}$-band image, the reduced $\chi^{2}$, the distribution of population ages, and the spatial distribution of ages. Each pixel in these images subtends $\sim 600 \mathrm{pc}$ in the restframe of this galaxy. Since the stellar population models do not account for flux from the active nucleus, the $\chi^{2}$ is anomalously high in the central regions. While there is clearly a broad range of possible ages, the majority of the pixels are fit by ages of either $\sim 10^{9} \mathrm{Gyr}$ or $\sim 10^{10} \mathrm{Gyr}$ (NOTE: most of the pixels with ages $\lesssim 10^{7} \mathrm{Gyr}$ are associated with the neighboring galaxy to the East). From the lower-left panel, the stellar populations in the nucleus are generally older than those toward the edge of the galaxy. This is qualitatively consistent with the size-luminosity evolution model (Roche et al. 1998), in which star-formation progresses outward from the nucleus. This figure is reproduced from Ryan et al. (2009).
(1) In Figure 7, I show the redshift evolution of the faint-end slope of the galaxy luminosity function. The apparent steepening of the faint-end slope is strongest for the luminosity functions measured in the restframe ultraviolet (blue points). Since the data at $z \gtrsim 3$ were all obtained from the study of LBGs, it would be ideal to collect a similar sample at $1.5 \lesssim z \lesssim 3$;
(2) In Chapter 5, I derive the galaxy pair fraction from LBGs selected as $B V i^{\prime}$-band dropouts in the HUDF and GOODS fields. While these measurements are consistent with the results of Chapter 4 , there is a void of observations at $2.5 \lesssim z \lesssim 3.5$. Therefore, the $U$-band dropouts will ideally complement my existing work at modest redshift at $0.5 \leq z \leq 2.5$ (Chapter 4) and $3.8 \lesssim z \lesssim 6$ (Chapter 5). On a related note, three independent teams (G. Illingworth PID: 11563, M. Trenti PID: 11700, and H. Yan PID: 11702) have recently been awarded (HST Cycle 17) infrared observations to discover $z^{\prime}$ - or $Y$-band dropouts (the choice of the $Y$-band slightly differs between the teams: Illingworth et al. will observe in F105W while Trenti et al. and Yan et al. will use F098M). Since these data will be immediately available, they can be used to push the major merger studies for $z \lesssim 9$.

The use of stellar population synthesis models (eg. Bruzual \& Charlot 2003) has become a standard approach to estimate stellar masses, population age, and starformation rates (eg. Papovich, Dickinson, \& Ferguson 2001). While this approach is somewhat dependent on the suite of models, it is a fairly robust method of determining the physical properties of distant $(z \gtrsim 0.5)$, faint galaxies ( $\mathrm{AB} \gtrsim 27 \mathrm{mag}$ ). However, when using this technique, a critical assumption must typically be made: the observed
stellar population has a single, well-defined age with an easily parameterizable star formation history. While this scenario may be true for some massive ellipticals (Eggen, Lynden-Bell, \& Sandage 1962; Larson \& Tinsley 1978), the majority of galaxies are expected to have a spectrum of ages and a significantly more complex star formation history (eg. Cid Fernandes et al. 2005). This complication is most pronounced in merging systems, where two separate galaxies, each with its own stellar systems, combine and possibly trigger a starburst of a substantially younger age. Therefore, we may expect at least two distinct stellar populations in the resulting galaxy, and hence additional care must be taken when modeling such systems (Canalizo et al. 2007).

In addition to the six broadband filters in the ultraviolet and infrared, the ERS program will observe two pointings with the infrared grisms (G102L and G141L) over the PEARS (PID: 10530; PI: S. Malhotra) footprint. When combined with the three ultraviolet filters, $B$-band, and the existing optical grism spectra, the final spectra will cover $2200 \AA \lesssim \lambda_{\text {obs }} \lesssim 1.7 \mu \mathrm{~m}$, albeit with a variety of spectral resolutions. These data can be used to decompose the spectrum of a galaxy into its constituent stellar populations of varying ages, extinctions, and star-formation rates (Cid Fernandes et al. 2005; Papovich et al. 2006; Brammer, van Dokkum, \& Coppi 2008). By applying this method to a sample of merging galaxies, I can separate the young population (which was presumably triggered by the merging) from the underlying old population (which must have been present prior to the merging). It will then be possible to study the merger-driven starburst activity.
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[^0]:    ${ }^{1}$ Our remnant fraction is found from equation (18) of Patton et al. (2002).

